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ISR Practicalities: Data Reduction

NB: Power spectrum (freq domain) <-> Autocorrelation function (time domain)



Fitting data to a model

Goal: minimize

data

uncertainties

parameter vector

independent variable

Minimize by iterating over parameter vectors.

Some problems are linear least-squares: solvable in one step.
Others are nonlinear least-squares: 

model has complicated variations with parameters.
Incoherent scatter is this type.

Many different fitting algorithms possible depending on how one 
analytically expands the minimization function:

• Gradient-search (Nelder-Mead simplex)
• Analytic expansion (parabolic surface)
• Levenberg-Marquardt (balance between gradient and analytic)
• Simulated annealing
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Incoherent Scatter Fit Ambiguities

L, B might both be valid parameter solutions.  Might need to use constraints on 
the parameters to decide which one.



Parabola
y = 0.5 x^2 + 2 x + 3

Slope, intercept fit
No noise



Parabola
y = 0.5 x^2 + 2 x + 3

Slope, intercept fit
Noisy



440 MHz IS Spectrum
Ti/Tr space

Ti = 2000  Tr = 2
No noise



440 MHz IS Spectrum
Ti/Tr space

Ti = 2000  Tr = 2
Poor sampling



440 MHz IS Spectrum
Ti/Tr space

Ti = 2000  Tr = 2
Noisy



440 MHz IS Spectrum
Ti/Tr space

Ti = 2000  Tr = 2
Noisy, poor sampling



440 MHz IS Spectrum
Tr / frac [He+] space

Tr = 2  Ti = 1000  O+/He+ mix
frac[He+]=0.25

No noise



440 MHz IS Spectrum
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440 MHz IS Spectrum
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440 MHz IS Spectrum
Tr / frac [He+] space

Tr = 2  Ti = 1000  O+/He+ mix
frac[He+]=0.25

Poor sampling, noisy
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Arecibo Topside: O+/H+/He+/Te/Ti ambiguity



Eigenvalues of Hessian matrix (2nd derivative of min fn)
has insights on parameter ambiguities
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Improving the fit: adding constraints

Bayesian statistics: add apriori knowledge to stabilize fit.
Can come from other instruments, or from data at other altitudes/times.
One formulation: minimize

Here, the apriori information adds a cost for solutions which wander too far from 
the apriori knowledge.  (DANGER!)

Many implementations in our field:

• Constrained temperature profiles
• Vector velocity fits

• Full profile analysis
• Regularization

• Etc.



Unconstrained Arecibo topside analysis

Erickson and Swartz, 1995; 
Erickson, 1998



Constrained Arecibo topside analysis: Temperature gradient restriction

Erickson and Swartz, 1995; 
Erickson, 1998



Arecibo linear regularization 
of line-of-sight velocities for 
full vector derivation

Sulzer et al, 2005



Heinselman and Nicolls, 
2007

Poker Flat ISR E region winds, electric fields
(covariances included)



OASIS Full profile analysis

Combines pulses with 
different resolution
B-splines used for parameter 
variation

Holt et al, 1992



Full profile at JRO   Hysell et al, 2008
6 cost functions inject weighted apriori information


