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Determination of the mass of theW boson using the D0” detector at the Fermilab Tevatron
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A measurement of the mass of theW boson is presented which is based on a sample of 5982W→en decays
observed inpp̄ collisions atAs51.8 TeV with the D0” detector during the 1992–1993 run. From a fit to the
transverse mass spectrum, combined with measurements of theZ boson mass, theW boson mass is measured
to beMW580.35060.140(stat)60.165(syst)60.160(scale) GeV/c2. Detailed discussions of the determina-
tion of the absolute energy scale, the measured efficiencies, and all systematic uncertainties are presented.
@S0556-2821~98!01613-0#

PACS number~s!: 14.70.Fm, 12.15.Ji, 13.38.Be, 13.85.Qk
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I. INTRODUCTION

Among electroweak measurables, the mass of theW bo-
sonMW is of crucial importance. Along with the determina
tion of the mass of the top quark@1,2# and in conjunction
with other precisely determined quantities, including t
mass of theZ bosonMZ, the electroweak standard model@3#
01200
is constrained. This paper discusses the details of the
measurement ofMW by the D0” Collaboration using data
from the 1992–1993 running of the Fermilab Tevatron C
lider. It includes essential calibrations which will be used
future D0” measurements. A first report of this measurem
was published in Ref.@4#.

An early success of the CERNpp̄ collider was the dis-
2-2
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covery and measurement of the masses of both theW andZ
bosons@5–7#. Table I gives a history of the published valu
of the direct measurements ofMW . The approach taken in
this analysis is similar to those of the UA2@12# and Collider
Detector at Fermilab~CDF! @14,15# experiments.

For the physics ofW bosons, the electroweak measurab
of interest areMW and sin2 uW, whereuW is the weak mixing
angle. Both can be measured precisely and can be pred
from the lowest order relations of the model@17#:

MW5MZcosuW ~1!

aEM5
g2sin2 uW

4p
~2!

Gm

&

5
g2

8MW
2 . ~3!

Here,aEM is the fine structure constant,g is the gauge cou-
pling associated with the SU(2)L gauge group, andGm is the
Fermi coupling constant. The weak coupling, the elec
charge, and the weak mixing angle are related by tanuW
5g8/g, whereg8 is the coupling of the U~1! gauge group.

The standard set of measurable input parameters is
following:

aEM51/~137.035989560.0000061! ~4!

Gm51.16639~60.00002!31025 GeV22 ~5!

MZ591.188460.0022 GeV/c2. ~6!

The fine structure constant is measured from the quan
Hall effect @18#; the Fermi coupling constant is measur
from the muon lifetime@18#, andMZ is measured directly by
the combined experiments at the CERNe1e2 collider LEP
@19#.

In order to confront the model beyond the lowest orde
self-consistent theoretical scheme for dealing with the effe
of higher orders of perturbation theory is required. Differe
theoretical prescriptions motivate particular definitions of
weak mixing angle. The determination ofMW and the ratio
of neutral to charged current cross sections in deep inela
neutrino scattering are most naturally interpreted in terms
the ‘‘on shell’’ scheme@20# in which the weak mixing angle
is defined by Eq.~1! with both masses as measurable qu
tities.

Within a given scheme, radiative corrections are m
easily included through the use of a single measurable
rameter,Dr , which is analogous to (g22) in quantum elec-
trodynamic radiative corrections. Like (g22), Dr can be
determined experimentally and its measurement can be
rectly compared with its theoretical prediction. In the leadi
log approximation, it can be written in terms ofMW as

Dr 512
paEM /&

GmMZ
2~MW /MZ!2@12~MW /MZ!2#

. ~7!
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Roughly 90% of the value ofDr is due to light quark loop
corrections toaEM , while the balance is due to the embe
ded physics of heavy quarks and the Higgs boson. Any ph
ics beyond the Higgs boson and known heavy quarks wo
also contribute toDr . Prior to the measurement describe
here, the world average ofMW (MW580.3360.170
GeV/c2), MZ @19#, and Eq. ~7!, results in
Dr 50.038460.0100, which is 3.8s from the tree level pre-
diction.

BecauseDr is dominated by QED corrections, it is inte
esting to separate out those ‘‘residual’’ effects which a
distinguishable from electrodynamic effects alone. Suc
separation isolates possible new physics as well as phy
directly associated with the top quark and the Higgs bos
A prescription for doing this has been suggested by defin
(Dr )res @21#,

aEM

12Dr
5

aEM~MZ
2!

12~Dr !res
. ~8!

With a determination ofDr plus a separate evaluation o
aEM(MZ

2) @22#, (Dr )res can be extracted. Evaluation of th
quantity makes a particularly economical probe of the st
dard model possible.

A. Plan of the D0” measurement

The D0” detector is a calorimetric detector with nearly fu
kinematical coverage for electrons, hadrons, and muons.
inner tracking region does not include a magnetic field. C
bration of the electromagnetic, and by extension the h
ronic, calorimeter was accomplished by exposing calorime

TABLE I. Previously published hadron collider measureme
of MW . In each case the first uncertainty listed is statistical,
second is systematic, and the third is due to energy scale. Fo
latest CDF values, the energy scales have been incorporated int
total systematic uncertainty.

Experiment Channel MW (GeV/c2)

UA1~1983! @5# en 8165
UA2~1983! @6# en 8026

110

UA1~1986! @8# en 83.521.0
11.162.7

UA2~1987! @9# en 80.260.660.561.3
UA1~1989! @10# en 82.761.062.7
UA2~1990! @11# en 80.4960.4360.24
UA2~1992! @12# en 80.3560.3360.17
CDF~1989! @13# en 80.063.362.4
CDF~1990! @14# en 79.9160.3560.2460.19
CDF~1995! @15# en 80.49060.14560.175
UA1~1984! @16# mn 8127

16

UA1~1989! @10# mn 81.825.3
16.062.6

CDF~1990! @14# mn 79.9060.5360.3260.08
CDF~1995! @15# mn 80.31060.20560.130
UA1~1989! @10# tn 896366
CDF~1990! @14# en1mn 79.9160.39
CDF~1995! @15# en1mn 80.41060.180
2-3
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test modules to charged particle beams of known ener
and compositions, as well asin situ decays of known par-
ticles. The D0” determination ofMW relies on the determina
tion of the mass ratioMW /MZ and the subsequent scaling
this ratio by the precisely determinedMZ from LEP @19#.
This approach is similar to that of the UA2 experiment@12#.
The significant advantage of determiningMW /MZ is that a
number of systematic uncertainties cancel in the ratio. T
paper addresses those in detail.

The production and decay characteristics ofW bosons in a
pp̄ collider present a variety of challenges which drive t
analysis strategy. Because the statistical power of this m
surement is at the level of less than 150 MeV/c2 ~,0.2%!, it
is necessary to understand both the experimental and t
retical systematic uncertainties to a precision comparabl
this level. TheZ boson data are used for studying many
the experimental uncertainties, so the total uncertainty o
MW determination is strongly coupled with the size of theZ
boson data set. Hence, future determinations will gain
statistical and systematic precision with the sizes of both
W andZ boson data sets.

Uncertainties in modeling the production ofW and Z
bosons present a different set of challenges which do
necessarily scale with the number of events. For example
Tevatron energies roughly 80% of the annihilations wh
produceW bosons involve sea quarks. Additionally, the su
stantial probability of gluon radiation from the initial sta
quarks results in significant transverse momentum of theW
boson. Both of these theoretical issues involve uncertain
which complicate the simulation.

For theZ boson the observables come from the react
chain:

pp̄→Z~→e11e2!1HZ~→hadrons!, ~9!

whereHZ is the hadronic recoil against the transverse mot
of the Z boson. Both electrons are fully measured and
dielectron mass is determined from

MZ5A2Ee1Ee222pW e1
•pW e2. ~10!

With the D0” detector, the electron decay mode of theW
boson leads to the most precise mass determination. Th
due to the cleaner signal and better resolution, as comp
to the muon or tau decay modes. In this experiment,
single relevant channel isW→ene . The electrons are emit
ted with transverse momentapT

e of order 40 GeV/c and the
neutrino is emitted with a comparable momentum, escap
without detection. This leaves a large component of miss
energyE” in the event of which only the transverse comp
nent,E” T is determined. Therefore, the defining characte
tics of W bosons are a highpT electron accompanied b
significantE” T .

The observable quantities for this measurement co
from theW boson production and decay chain:

pp̄→W~→e1n!1HW~→hadrons!, ~11!

whereHW is the hadronic recoil against the transverse m
tion of theW boson. Since a complete characterization of
01200
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neutrino 4-momentum is impossible, the only quantities
rectly measured are the electron momentum and the tr
verse momentum of the recoilpW T

rec .
Using these measurables, the two body kinematics of

decay provide at least two methods for measuringMW . The
transverse energy spectrum of the electron will exhibit a
nematical edge~the ‘‘Jacobian edge’’! at MW/2 for W bosons
with transverse momentumpT

W equal to zero. However, reso
lution effects and nonzero values ofpT

W smear thepT
e andE” T

spectra and therefore affect the use of the sharp edge
measure ofMW .

To control the systematic effects while retaining the hig
est statistical precision, the ‘‘transverse mass’’ is used
determineMW . It is defined as@23#

MT
252ET

eET
n22pW T

e
•pW T

n52ET
eET

n~12cosfen!, ~12!

where pT
n is the transverse momentum of the neutrino a

fen is the azimuthal angle between the electron and neut
@24#. The transverse mass also exhibits a Jacobian edge
at the value ofMW and with much less sensitivity topT

W .
Hence, precise determination of the location of this ed
determinesMW . The effect of both the finite widthG(W)
and pT

W does distort the shape of theMT spectrum@25#.
While the transverse momentum of theW boson is relatively
low, peaking at approximatelypT

W;5 GeV/c in this analysis,
even this small amount can be significant.

Equation ~12! shows that the necessary ingredients
determiningMT are pW T

e , pW T
n , and the angle between them

Among these, onlypW T
e is determined directly. Since momen

tum transverse to the beam is conserved, a measured im
ance can be attributed to the neutrino. Therefore, in the
sence of detector effects, the neutrino transverse energ
equal to the missing transverse energy and calculated f
the measuredpW T

rec andpW T
e ,

pW T
n[E”W T52pW T

rec2pW T
e . ~13!

However, the reaction given in Eq.~11! does not fully
describe the situation since energy measurement in a c
rimeter includes other effects. Energy lost in detector cra
and inefficiencies can introduce biases in the magnitude
direction of the total energy. The interactions of the rema
ing spectator quarks in the proton and antiproton will a
energy, as will noise and ‘‘pileup’’ due to the residual ener
from multiple interactions. Designating these addition
non-recoil, luminosity dependent contributions the ‘‘under
ing event,’’ uW T(L), the measured neutrino transverse m
mentum is given by

E”W T52pW T
rec2uW T~L!2pW T

e

52@pW T
rec1uW T

rec~L!#2@uW T
e~L!1pW T

e#. ~14!

The underlying event contributions which are under the el
tron and the hadronic recoil are separately denoted asuW T

e(L)
anduW T

rec(L). They are dependent on the instantaneous lu
nosity. Overall, the two quantities within the brackets are
distinguished from one another in the measurem
2-4
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but must be dealt with in the analysis. Figure 1 shows
kinematics of theW boson events.

Since there is no analytic description of the transve
mass distribution, determination ofMW relied on modeling
the transverse mass spectrum through a Monte Carlo s
lation. TheW boson mass was extracted by comparing
measured distribution in transverse mass to the Monte C
distribution generated for differentW boson masses. Th
simulation relied on experimental data as much as poss
and usedZ boson events, not only to set the energy scale,
also to understand the electron energy resolution, the en
underlying theW boson, and the scale inpT

W . In the simu-
lation W bosons were generated with a relativistic Bre
Wigner line shape that was skewed by the mass depend
of the parton luminosities. The longitudinal and transve
momentum spectrum were given by a double differential d
tribution calculated to next-to-leading order.

The decay products and theW boson recoil system wer
traced through the simulated detector with resolution sm
ing. Minimum bias events~collisions which are recorded
with little or no trigger bias! mimic the debris in the even
produced by the spectator quarks and pileup associated
multiple interactions. The minimum bias events also pro
erly included residual energy from previous crossings. T
generated spectra in transverse mass for different value
MW were compared to the measured spectra by a maxim
likelihood method, and the best fit value of the mass
tained.

The measurements reported in this paper are:MW , as
determined from fits to theMT distribution and fits to thepT

e

and pT
n distributions andMW /MZ . In addition Dr and

(Dr ) res are determined.
The paper is organized as follows:

Section II: a brief description of the detector;
Section III: data collection, reconstruction, the corre
tions applied to the data and the selection of the fi
sample;
Section IV: determination of the parameters used in
Monte Carlo simulation;

FIG. 1. Kinematic quantities forW events.
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Section V: Monte Carlo simulation;
Section VI: results of the fits;
Section VII: effects of systematic errors due to the p
rameters determined in Sec. IV and the assumpti
described in Sec. V;
Section VIII: consistency checks;
Section IX: conclusions;
Appendix A: W boson andZ boson production model
Appendix B: bremsstrahlung; and
Appendix C: mean number of interactions.

II. D0” DETECTOR AND TRIGGER SYSTEM

The data collected for this measurement were taken d
ing the exposure of the D0” detector to collisions of protons
and antiprotons at a center of mass energy ofAs51800 GeV
in the 1992–1993 running period of the Fermilab Tevatr
collider. This was the first beam exposure of this experim
and the total luminosity accumulated was 12.8 pb21. The
average instantaneous luminosity wasL53.431030

cm22 s21, which corresponded to less than 1 collision p
crossing which occurs forL;631030 cm22 s21.

The D0” detector was designed to study a variety of hi
transverse momentum physics topics and has been desc
in detail elsewhere@26#. The detector has nearly full accep
tance for electrons, photons, and muons and measures
electromagnetic~EM! showers, andE” T with good resolution
@27#. The detector consists of three major subsystems
tracking system, uranium-liquid argon calorimeters, and
muon toroidal spectrometer. The components of the dete
which are most relevant to this analysis are briefly descri
below.

A. Tracking system

The tracking system was used to reconstruct charged
ticle tracks over the regionuhu,3.2 @28# and to reconstruct
the interaction vertex of the event. It consists of four su
systems: a drift chamber surrounding the vertex reg
~VTX !, a transition radiation detector~TRD!, a central drift
chamber~CDC! and two forward drift chambers~FDC!. The
VTX, TRD, and CDC cover the large angle region and a
oriented parallel to the beam axis. The FDC’s cover
small angle region and are oriented perpendicular to
beam axis. In addition to therf measurement of hits in the
CDC, delay lines were used to measure track hit location
the z direction. The TRD provides an independent ident
cation of electrons, in addition to that provided by the ca
rimeters, allowing enhanced hadron rejection.

B. Calorimeters

The calorimeter system consists of one central~CC! and
two end~EC! calorimeters which measure the energy flow
the event over a pseudorapidity rangeuhu<4.2. The calorim-
eters are enclosed in three separate cryostats which surr
the tracking system. They each have an electromagnet
fine hadronic~FH!, and a coarse hadronic~CH! section. Liq-
uid argon is employed as the active medium and uranium
the absorber material in the EM and FH sections and cop
2-5
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~steel! is the absorber in the CH section for the CC~EC!. The
inter-cryostat region~ICR! is instrumented with scintillator
tile detectors which are located in the space between the
and CC cryostats. These detectors were used to improve
energy measurement of jets that straddle two calorimete

The calorimeters are arranged in a cylindrical geome
with each EM section being divided into four longitudin
readout layers, for a total depth of 21 radiation lengths
projective tower arrangement for readout points toward
interaction region. The hadronic sections are 7–9 nuc
interaction lengths deep and are divided into four~CC! or
five ~EC! longitudinal readout layers. The transverse s
mentation of the calorimeters is 0.130.1 inDh3Df, except
in the third layer of the EM calorimeter which is at show
maximum, where it is 0.0530.05 in Dh3Df. Measured
resolutions will be discussed below.

Under normal running conditions, calorimeter cells we
not read out if the signal was within 2s of the pedestal for
that channel. That is, the readout was zero-suppressed.
pedestal is taken to be the mean of the energy distribu
when no interactions occur. Due to a convolution of t
shaping electronics and the natural radioactivity of uraniu
the pedestal distributions are asymmetric with a long
towards positive energies.~See Fig. 2.! Therefore, even when
no particle strikes a read-out tower, the energy registered
that tower will on average not be zero. Great care has to
exercised in the event modeling in order to properly addr
these issues. This will be discussed in detail below.

C. Muon spectrometer

The muon spectrometer provides identification and m
mentum determination for muons. It surrounds the calor
eters and consists of planes of proportional drift tubes wh
surround magnetized iron toroids and covers a regionuhu
,3.3. There is one layer of proportional tubes on the in
face of the magnet and two layers, separated by'1 m, out-
side the magnet. The material in the calorimeter and i
toroids is about 12 interaction lengths thick, making hadro

FIG. 2. Pedestal distribution of a typical electromagnetic ca
rimeter readout tower before and after zero-suppression.
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punch-through to the outer two layers negligible. The mu
momentum resolution iss(1/p)50.18(p22)/p2

% 0.008
~momentump in GeV/c!.

D. Triggers

The Tevatron beam crossings occurred every 3.5ms. For
a pp̄ total cross section atAs51.8 TeV of approximately 70
mb @29#, there is an interaction rate of'200 kHz at a typical
instantaneous luminosity of 331030 cm22 s21. In order to
record events at'2 Hz, three stages of hardware and so
ware triggers were used.

To indicate the presence of a collision within the detec
and to calculate a fast approximation to the vertex positi
radial scintillation hodoscope arrays are positioned in
forward directions subtending angles of 2.3,uhu,3.9. To
pass the level 0~L0! hardware trigger, coincident hits in
these counters were required on both sides of the interac
region, signaling an inelastic collision within the detect
volume and also providing an estimate of thez position of
the interaction vertex. This trigger provided the minimu
bias data set used in this analysis. The trigger rate depen
on the luminosity and for the data analyzed here, was ty
cally 90 kHz.

Events passing the L0 trigger were then passed to
level 1 ~L1! hardware trigger. Here a decision was ma
based on the fast analog sums of all the EM layer calorim
signals which represent the energies in trigger towers. Th
towers were segmented as 0.230.2 in Dh3Df with cover-
age extending touhu,3.2. The L1 electronics restricted th
maximum trigger rate to'200 Hz and decisions made by
and by the L0 trigger were made between beam crossin

The final stage of triggering was the level 2~L2! software
trigger which ran on a farm of 48 VAXstation 4000 M6
processors. The typical processing time for an event in
was 350ms, resulting in an average deadtime of'2%. The
full segmentation of the calorimeter was available at t
trigger level and a full event reconstruction was done, alb
with simplified algorithms and coarser segmentation. Th
were 32 different L1 components and 128 different L2 co
ponents which could be constructed and prescaled at di
ent rates. Each logical combination targeted specific phy
for given accelerator conditions. These data sets were wri
out to corresponding output data streams.

1. Trigger requirements for the W boson and Z boson data se

For the determination of theW boson mass, the electro
decay modes were required for the selection of bothW andZ
bosons. While the characteristics of both are similar—
presence of high transverse momentum electrons—the
ferent rates and backgrounds require distinct selection c
ria. Because of the presence of a neutrino inW boson decay
events, a minimalE” T requirement was used in the selectio
of W boson candidates.

To select electrons, the L1 trigger required the transve
energy in the EM layers of a trigger tower to be above
preselected threshold. For the selection ofW boson events,
the L1 trigger required at least one EM trigger tower abo
10 GeV. ForZ boson events, at least two EM trigger towe

-

2-6
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TABLE II. L1 and L2 trigger requirements forW andZ event data samples. Here,f iso is defined by Eq.
~16!.

W→en candidates Z→ee candidates

L1 trigger requirements 1 EM tower withET.10 GeV 2 EM towers withET.7 GeV
L2 filter requirements 1 EM cluster withET.20 GeV 2 EM clusters withET.10 GeV

f iso,0.15 f iso,0.15
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with ET.7 GeV were required.
The L2 electron algorithm used the full segmentation

the EM calorimeter to measure the energy deposited by
EM shower and is described in detail in Ref.@27#. Trigger
towers above threshold were used as seeds to form en
clusters which included all calorimeter cells in the four E
layers and the first FH layer in a windowDh3Df50.330.3.
For the selection ofW events, an energy cluster withET
.20 GeV was required by the L2 filter. ForZ boson event
candidates, two energy clusters, each withET.10 GeV,
were required by the L2 filter. Transverse and longitudi
shape requirements as well as isolation requirements w
also placed on the energy cluster for the selection ofW bo-
son events.

The E” T in the event was calculated in the L2 trigger a
was required to be above 20 GeV for theW boson event
selection. It was computed using the vector sum of theET of
all the cells in the calorimeter and the ICD with respect to
z position of the interaction vertex, determined by L0. P
scaled triggers ofW boson events were also recorded witho
the E” T trigger requirement in order to study efficiencies a
biases. This trigger is essentially an isolated electron or p
ton trigger. Table II lists a summary of the trigger requir
ments used in the selection of theW boson andZ boson data
samples.

2. Main Ring veto

The 150 GeV/c conventional accelerator~main ring!
passed through the coarse hadronic part of the D0” calorim-
eters. Halo particles accompanying the circulating beam
deposit energy in the calorimeter and corrupt measurem
both at the trigger and offline reconstruction levels. Su
unrelated energy depositions in a localized part of the de
tor will affect the E” T determination and therefore conside
able care was required in the utilization of triggers tak
while the Main Ring beam passed through the detector
veto gated on the injection period of the main ring cycle~the
first 0.4 s of the 2.4 s cycle! was used in some of the L
filters to avoid any adverse effects. For the mass analysis
Z→ee events were used;Z→ee candidates recorded durin
the veto of the main-ring period were excluded from reso
tion studies. NoW boson events were taken from trigge
occurring during the main ring cycle.

III. W AND Z BOSON DATA SAMPLE: EVENT
SELECTION AND DATA PROCESSING

A. Offline data processing and candidate event selection

Once data were written to tape, the digitized informati
was converted using an initial calibration. The initial calibr
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tion of the CDC was based on measurements using cos
ray data. The calibration of the delay lines of the CDC, m
suring thez coordinate of the hits, was derived from puls
measurements on the bench combined with cosmic ray d
The initial calibration of the calorimeter was obtained fro
test beam measurements@26#. Corrections to the calorimete
calibration were required, including corrections for an a
justment to the operating voltage of the calorimeter, corr
tions to the sampling weights, and to the gains of individu
calorimeter cells. In addition, a correction due to a differen
in liquid argon temperature at the test beam and D0” was
applied@30#. It should be noted that none of the central E
calorimeter modules that were tested were installed in
final calorimeter.

The azimuthal uniformity of the central electromagne
calorimeter was determined using approximately 3.5 milli
triggers from an inclusive electron data sample@31#. By
equalizing the event rate above a 13 GeV threshold for e
calorimeter module, relative calibration constants were de
mined to an accuracy of 0.5%, assuming that the observef
variations were instrumental in origin. These relative calib
tion constants showed a variation in the response betw
different modules with a maximum difference of 5%. Th
variations were dependent on which of the 32 EM modu
was struck by the electron, and not by other features of
calorimeter such as a variation in the amount of materia
the tracking detector. All of the above corrections to t
energy are propagated into theE” T calculation.

1. EM clustering

Electrons and photons were reconstructed as energy c
ters in the EM and first FH section of the calorimeter. To
ers were defined by adding the energy measured by the c
rimeter in all four EM layers plus the first FH layer for cel
within 0.130.1 in Dh3Df. Towers were grouped togethe
with their adjacent neighbors, provided their energies
above 50 MeV. Clusters of adjacent calorimeter towers w
significant energy depositions were then formed using
nearest neighbor clustering algorithm@32#.

The observed energy of the EM cluster is given by

Emeas5dTB1C(
i

b iSi ~15!

wheredTB is an offset in the energy response due to ene
loss in the material upstream of the test calorimeter.C is the
conversion constant from the digital signal to energy andb i
are the sampling weights for thei th layer with energy depo-
sition ~in ADC counts! Si . The sum runs over all five layer
2-7
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in the EM calorimeter which contribute to the EM cluste
Both b i anddTB were determined from test beam measu
ments using electron beams over a broad range of energy
rapidity. From these test beam measurements, the offset
determined to bedTB5347 MeV. This level of energy scal
determination, based on the test beam measurements an
ing into account corrections due to the transfer of the c
bration from the test beam to D0”, resulted in an energy scal
approximately 5% lower than the nominal energy scale
the central calorimeter, as observed from the measureZ
boson mass. Both the final overall energy scale and the o
were re-computedin situ, as will be discussed in the nex
section.

2. Electron identification

Electrons were identified by a combination of topologic
and kinematic identifiers as described in@27#. The main elec-
tron identification requirements are below.

The cluster shower shape can be characterized by
longitudinal and lateral energy depositions. The fraction
the cluster energy which is deposited in the EM calorime
is defined asf EM . Since charged hadrons deposit less th
'10% of their energy in the EM calorimeter,f EM provides a
powerful discriminant.f EM was required to be greater tha
90%.

The electron candidate cluster was required to have a
pology, both longitudinal and lateral, which was consist
with that of electrons from a detailedGEANT Monte Carlo
simulation @33# which was extensively compared to te
beam measurements. A covariance matrix of 41 observa
was defined to characterize an electron shower@27#. A x2

parameter was defined to measure the consistency of
shower with that expected for electrons. For central electr
a x2,100 was required; for electrons in the end calorimet
x2,200 was imposed. These requirements were'94% ef-
ficient. A rejection factor of about 4 against EM clusters th
are not due to single electrons was achieved.

Electrons fromW andZ boson decays tend to be isolate
from other particles in the electromagnetic calorimeter.
offline isolation requirement was used which is defined a

f iso5
Etot~R4!2EEM~R2!

EEM~R2!
~16!

whereEtot is the total energy in cone of radiusR450.4 in
h3f-space.EEM is the EM energy in a cone of radiusR2
50.2. An isolation requirement off iso,0.15 was placed on
the cluster energies for electrons from bothW andZ boson
event candidates.

An important source of background for electrons is ph
tons fromp0 or h meson decays which are adjacent to u
related tracks. This background was reduced by requi
that a track from a charged particle in the tracking detec
be consistent with the position of the cluster in the calori
eter. To qualify as a match, the shower centroid was requ
to link with a reconstructed track with significances trk ,
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s trk[AS RDw

sRDw
D 2

1S Dz

sz
D 2

~17!

whereRDw andDz are the spatial mismatches between t
track projection and cluster position in thew andz directions,
respectively, andsRDw andsz are the associated experime
tal resolutions. For the data set used in this analysiss trk
,10 was imposed for CC electron candidates. This cut w
used to minimize bias and results in an efficiency of.98%
@34#.

3. Electron direction determination

The optimum resolution in the electron polar angle is o
tained using thez position of the electron cluster as obtaine
from the calorimeter information and thez position of the
center-of-gravity~cog! of the CDC track. These two point
thus define the polar angle of the electron. The position o
electron in the calorimeter was determined from the ene
depositions in the third EM layer of the shower using
log(E) energy weighting algorithm@35#. The parameters o
the algorithm were determined using both test beam
Monte Carlo data. Further study with collider data demo
strated the need to remove a residual bias in thez position of
the cog of the track. This was accomplishedin situ using an
inclusive muon data set which demonstrated that thez posi-
tion of thecog of the CDC track was biased. For the muo
chambers, thez direction corresponds to the drift directio
which has a maximum drift distance of 5 cm. The muon d
chambers were optically surveyed and confidence in the
vey was established through analysis of muon data, ru
out any linear bias in thez position measurement. The re
sidual bias was traced to a miscalibration of the effect
signal propagation velocity of the signals in the pickup win
ings of the CDC delay lines.

The true and measuredz position of thecog of the track
are related linearly by

ztrue5aCDCzmeas1bCDC. ~18!

With the muon data sample, the scale factoraCDC was de-
termined by defining a track using thecogof the muon track,
as reconstructed in the first layer of muon spectrometer
fore the toroidal magnet, and the vertexz position. By com-
paring the expected and measuredz positions the scale facto
was determined to beaCDC50.98860.002, where the erro
is the combination of a small statistical compone
~60.0003! and the following systematic components: the o
served variations in scale factor for different azimuthal
gions of the detector~0.001!, observed variations for differ-
ent polar angles of the muon tracks~0.001!, muon chamber
alignment~0.0003!, and different methods to extractaCDC
~0.0004!. The offsetbCDC is consistent with zero. In this
analysisaCDC50.988 andbCDC50 were used. The scal
factor has been confirmed using cosmic ray muon data.
trajectory of cosmic ray muons traversing the full detec
was reconstructed using the non-magnetic inner volume
the spectrometer. As before, the expected CDC track p
2-8
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tions were compared to their measured positions and
scaling behavior of thecogof the CDC track was, within its
uncertainty, confirmed.

To verify the consistency of the electron angle determi
tion, Z→ee events were studied. Given the electron clus
position, their track intersections with the beamline were
constructed from theZ→ee decay. These intersections
general do not coincide. After applying the correction to t
CDC cog, the width of the distribution in the difference inz
positions of the two intersections was tracked by varying
calorimeter electronz position. The resultant width of the
distribution was at a minimum without applying any corre
tion to the electron calorimeter position, showing the inter
consistency of the procedure.

4. Measurement of E”¢ T

The total missing transverse energy in the event is ca
lated by summing over all calorimeter and ICD cells

E”W T52(
i

Eisin u i ûi52(
i

EW T
i . ~19!

Here ûi is a unit vector from the event vertex to thecog of
the i -th calorimeter cell,Ei the energy in thei -th calorimeter
cell, andu i is the polar angle given by the event vertex a
the cog of the i -th calorimeter cell.

The nominal event vertex was determined using all tra
in the CDC. At the D0” straight section, the collision poin
was slightly off-center atz527.98 cm, having a Gaussia
width of s526.5 cm. The transverse momentum of the el
tron was calculated using the total energy and direction
the cluster in the calorimeter. Since, the electron direction
computed above, may not intersect the nominal event ver
a recalculation of theE” T was done by using the vertex ob
tained from the electron alone. ForZ→ee events, the even
vertex and the electron polar angles were determined usi
constrained fit of the measured variables of the two elec
directions. The missing transverse energy used in this an
sis was based on calorimetric information alone and was
corrected for possible muons in the event.

B. Final W˜en and Z˜ee data sample

After electron identification and calculation of the missi
transverse energy, the finalW boson andZ boson candidate
samples were subjected to the following selection criteria

Fiducial requirements were placed on the electrons in
W boson candidate events to select central electrons:u i h

e u
<12. Here,i h

e is an integer index for the calorimeter tow
containing the most energetic cell of the electron cluste
the third EM layer. It is equal to 103h for particles which
originate atz50. In order to ensure no energy leakage in
the uninstrumented regions within modules, electrons w
restricted from the readout edges inf by requiring that their
impact to be within the central 80% of each module. A
additional requirement was imposed that no event have a
in which the fraction of energy in the CH section of th
calorimeter exceeds 0.4. This eliminated events with sp
ous energy depositions from the Main Ring.
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The kinematic and fiducial requirements that defined
W boson candidate sample are

u i h
e u<12

ET
e.25 GeV

E” T.25 GeV

pT
W,30 GeV/c.

This resulted in a sample of 7262 events. Additionally,
cluding a transverse mass cut ofMT,110 GeV/c2 left 7234
candidates.

Z boson candidate events were accepted with the requ
ments:

u i h
e u<12 or u i h

e u>15

ET
e1,2.25 GeV.

As in the W boson sample, the module boundary edge
was made for CC electrons only. For the finalZ data sample,
only events with both electrons in the CC (u i h

e u<12) were
used. This resulted in a sample of 395 candidate events
both electrons in the CC. AZ boson mass cut which elimi
nated events outside a window of 70,mee,110 GeV/c2 left
366 candidates. For some studies, events with one electro
the forward region (u i h

e u>15) were included. For resolution
studies,Z→ee events had the additional requirement th
events were not accepted when taken during the Main R
cycle.

Table III lists the final number of events in the sample
Figure 3~a! shows the transverse mass distribution of t
centralW boson candidate events, before the transverse m
cut and 3~b! shows the invariant mass distribution of th
centralZ boson candidate events. Neither distribution is c
rected for the electron energy scale determinedin situ ~see
Sec. IV!.

C. Data samples used in the analysis

There were five primary data samples which are used
this analysis.

TABLE III. Event samples forW andZ bosons. Here, ‘‘N’’ and
‘‘S’’ refer to the end calorimeters on the north and the south. N
that the asymmetry in event numbers is due to the offset of
mean collision point.

W boson event sample

ECN CC ECS
1838 7234 1681

Z boson event sample
ECN-ECN ECN-CC CC-CC CC-ECS ECS-EC

Mass
measurement

48 147 366 134 39

Resolution
studies

46 143 344 130 35
2-9
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FIG. 3. ~a! Transverse mass distribution ofW events and~b! dielectron invariant mass distribution fromZ events. Both distributions are
shown before the application of fitting window cuts or energy scaling~see Sec. IV!.
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the
W→en sample: A sample of 7262W→en candidates
~prior to fitting and transverse mass cut! provided the main
data sample used to measure theW boson mass.

Z→e1e2 sample: A sample of 395 centralZ→e1e2

candidates~prior to theZ boson mass cut! was used along
with the W→en sample to measure theW boson mass. A
slightly enlarged sample was used in the determination
detector response parameters.

Minimum bias sample: A sample of approximately 50,0
triggers, taken at various luminosities, was used for mod
ing the underlying event.~Appendix C includes a detaile
discussion of how the minimum bias events were deplo
in the W boson analysis.!

J/c→e1e2 sample: A data set of approximately 50 o
servedJ/c candidates was used in the electron energy s
determination.

p0→gg→e1e2e1e2 sample: A data set of approx
mately 2500 observedp0 candidates was used in the electr
energy scale determination.

IV. DETERMINATION OF PARAMETERS
IN MONTE CARLO SIMULATION

The extraction ofMW relied on an accurate and fa
Monte Carlo simulation. The details of the physics mod
used in the simulation will be discussed in the next secti
However, many parameters such as calorimeter respons
ficiencies, and resolutions, were input to the simulation a
were derived from the data. The focus of this section i
detailed description of how these parameters were de
mined. The use of these parameters in the simulation app
in Sec. V and the systematic errors onMW due to uncertain-
ties inherent in these parameters is described in Sec. VI

A. Electron energy scale

All calorimetric measurements rely on the determinat
of the overall energy scale using particles of known mom
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tum and/or on the reconstruction of the mass of well kno
particles. Both techniques have been used to calibrate the”

calorimeter. Since the absolute energy scale of the EM c
rimeter was not known to the required precision, the ratio
the measuredW boson andZ boson masses and the wor
averageZ boson mass were used to determine theW boson
mass. A number of systematic effects, common to both m
surements, cancel in the ratio. Most notably, as will be d
cussed in more detail below, the ratio was, to first ord
insensitive to the absolute energy scale.

The initial calibration of the calorimeter was provided b
transferring the calibration from a test beam to the collid
detector, as discussed in Sec. III A@36#. An important result
of these test beam measurements was the demonstration
the EM calorimeter is linear to better than 0.5% for electr
energies exceeding 10 GeV. To complete the establishm
of the energy scale with the desired precision, it was nec
sary to determine to what extent a possible offset in the
ergy response, as opposed to only a scale factor, was res
sible for the deviation of the ratioMZ

D0”/MZ
LEP from unity.

A strategy for establishing the final energy scale and p
sible offset in the response was implemented. Inherent to
program is the assumption that the measured energyEmeasis
related to the true energy,Etrue, by a scalea and offsetd :

Emeas5aEtrue1d. ~20!

Then, for a two body decay whend!(E11E2), the mea-
sured invariant mass of the decay productsmmeasis related to
the true massmtrue by

mmeas'amtrue1d3 f . ~21!

Here, f is a parameter that depends on the kinematics of
decay and is given by

f 5
~E1

meas1E2
meas!~12cosg!

mmeas ~22!
2-10



ca

o

o

e

is
ch
o
d
u
u
s

s
c

gy
t
is

,

ca

th
t
he

e
ar

t
d

in

o
lv
to
n

e

lus-
to

rtex
as

y
ies
his
sig-
le-
of
a

he

ing
rm-

in

d
ol-
os-

in
gy
tion
is

, the
to

ess
ng
f

DETERMINATION OF THE MASS OF THEW BOSON . . . PHYSICAL REVIEW D 58 012002
where E1,2
meas are the measured energies of the two de

products andg the opening angle between them. Whend is
small, f is nearly equal to]mmeas/]d. Hence, sensitivities to
d can be different, depending onf .

Consequently, the dependence of the measured rati
the W boson toZ boson masses ona,d can be estimated
from the relation

MW~a,d!

MZ~a,d!
U

meas

5
MW

MZ
U

true
F11

d

a
•

f WMZ2 f ZMW

MZ•MW
G .

~23!

Here, f W and f Z correspond to average values off for theW
and Z bosons, respectively. Note that the determination
MW from this ratio is insensitive toa if d50, and that the
correction due to a non-vanishing value ford is strongly
suppressed due to the fact that theW andZ boson masses ar
nearly equal.

The values ofa andd were determined from the analys
of collider events containing two-body decays for whi
mtrue is known from other measurements. The liquid arg
calorimeter gains were measured to be stable over a perio
years, varying by less than 0.2% per year. Therefore, res
for the scale determined during one period of the expos
may be used during a different period. The three decays u
are the Z→ee decays, measurements ofp0→gg→4e
states, andJ/c→ee states. These three decays probe a u
ful range in f . The reference mass values used as ben
marks are: MZ591.188460.0022 GeV/c2 @19#, mJ/c
53.0968860.00004 GeV/c2 @18#, and mp05134.976
60.0006 MeV/c2 @18#.

Z→ee analysis:The strongest constraint on the ener
scale uncertainty comes from theZ boson data. The fact tha
electrons fromZ boson decays are not monochromatic
exploited by studying the invariant mass distribution as
function of the variablef Z . Small values off Z correspond to
the decay of highly boostedZ bosons with, on average
higher energies. Thus an analysis of theZ boson sample
directly translates into a constraint on both the energy s
and offset. This analysis was based onZ boson events with
both electrons in the CC which were required to pass
same selection criteria as the finalZ boson sample, excep
thatET.10 GeV was required for both of the electrons. T
data were binned inf Z and the distribution inmee

measwas fit
using a convolution of theZ boson Breit-Wigner resonanc
with a Gaussian resolution function. Using the stand
Monte Carlo generator~described in the next section!,
sample distributions inmee were generated under differen
assumptions fora and d. A x2 comparison was performe
between the data and the Monte Carlo and the 1s constraint
on a andd from theZ boson data, shown as the solid line
Fig. 4, was determined.

p0 analysis:p0 mesons were observed through their tw
photon decay and subsequent conversion to unreso
e1e2 pairs. There is a 10% probability for each photon
convert in front of the CDC, so that when both photons co
vert thedE/dx can be measured in the drift chamber and
strategy for the identification ofp0 decays is possible. Th
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identification requirement was that one electromagnetic c
ter be observed with two doubly ionizing tracks pointing
it. The diphoton opening angle,u, was calculated from the
center of gravity of those two tracks and the measured ve
of the event. In this way, an approximation of the mass w
calculated as

mgg
meas5~Eclus!sin

u

2
, ~24!

whereEclus is the cluster energy~on average, approximatel
5 GeV! which is equal to the sum of the photon energ
since the photons are not resolved in the calorimeter. T
strategy assumes a symmetric decay. Figure 5 shows the
nal and background, the latter determined from a sing
conversion control sample. The invariant mass spectrum
the background-subtracted signal compares well with
Monte Carlo simulation shown as the solid line in Fig. 6. T
measured mass ismp05135.4610.0 MeV/c2. The sensitiv-
ity to the energy scale and offset is determined by vary
both parameters in the Monte Carlo simulation and perfo
ing a x2 fit to the data. Since the response given in Eq.~20!
is the response per electron, the offset in response for thep0

is dp054d. This procedure maps out an allowed region
the ~a,d!-plane shown as the dashed line in Fig. 4.

J/c analysis:A sample ofJ/c→ee events was also use
in the EM energy scale determination. The data were c
lected in a set of special runs and had an integrated lumin
ity of '100 nb21. The L1 trigger required two EM triggers
towers above a 2.5 GeV threshold with less than 1 GeV
the corresponding hadronic towers. At L2, two EM ener
clusters above 3 GeV were required and the isolation frac
was required to bef iso,0.4. Since the major background
due to p0→gg and h→gg decays in which one of the
photons converts before it reaches the tracking chamber
track associated with the electron cluster was required
have an energy deposition in the tracking chamber of l
than 1.5 times the energy deposition of a minimum ionizi
particle ~MIP!. In addition a cut was placed on the width o

FIG. 4. Constraints ona and d from ~a! Z→ee decays~solid
contour!, ~b! J/c→ee decays ~dotted lines!, and ~c! p0→gg
→4e decays~dashed lines!.
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B. ABBOTT et al. PHYSICAL REVIEW D 58 012002
the cluster, defined as the average weighted distance of
cell of the cluster from its center. The weights are the sa
as those used in the position finding algorithm. The open
angle between the two electrons was determined from
event vertex and the cluster positions in the calorimeter. F
ure 7 shows a clearJ/c→ee signal above background. Th
background mass distribution for theJ/c signal was ob-
tained independently by pairing EM energy clusters in
calorimeter in which at least one of the EM clusters had
associated track. If there was an associated track, it wa
quired to have an energy deposition greater than 1.5 M
The remaining requirements imposed on the EM ene
clusters were the same as in the analysis of theee events.

FIG. 5. The invariant mass fromp0→gg→e1e2e1e2 decay
events~points!. Also shown is the background contribution~open
circles!.

FIG. 6. Background subtracted invariant mass from thep0 event
sample~points! compared to the Monte Carlo simulation~line!.
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The mass value fit for these data ismJ/c53.03260.035
60.190 GeV/c2, where the first error is statistical and th
second is systematic. The systematic uncertainty is do
nated by the extreme assumption of a nonlinear respo
~0.170 GeV/c2) and by the underlying event contributio
~0.080 GeV/c2).

The model used for comparison to themJ/c distribution
was anISAJET @37# based simulation forbb̄ production and
subsequent decay toJ/c followed by aGEANT detector simu-
lation. Since there is additional jet activity close to the ele
trons inJ/c decays fromb quarks, the contribution from the
underlying event energy was evaluated using the simulat
Two classes of events were generated consisting of only
e1e2 pair of theJ/c decay and events corresponding to t
full pp̄ collision. The difference between the fully simulate
and the reconstructed mass was 80 MeV/c2. This difference
was applied as a correction and an uncertainty of 100%
assigned to this correction. Figure 4 shows the constrain
a, d from theJ/c analysis indicated by the dotted line.

Underlying event contribution:Background energy and
noise can contribute to the measurements of electron e
gies. The different environments forMZ , mp0, and mJ/c
final states led to different corrections for each. Monte Ca
studies specialized to the scale analysis plus the underst
ing of instrumental effects lead to corrections forMZ , mp0,
andmJ/c of 0.1760.05, 0.3060.10, and 0.0860.08 GeV/c2,
respectively. The uncertainties on these measurements
the dominant uncertainties in the determination ofa and d
for the p0 andJ/c analyses.

Combined analysis:The data from the three samples a
combined by adding thex2 distributions. For the combined
x2 the minimum value isx2553.8 for 58 degrees of free
dom, with a best fit of d520.15860.016 GeV and
a50.951460.0018. This is consistent with the result o
tained from theZ boson data only, but with substantiall
reduced errors. Figure 8 shows an enlargement of the re
where the contours from the three data samples overlap.

FIG. 7. Mass distribution of the observedJ/c→ee decays~his-
togram! is shown above the background~points!. The line is a fit to
the signal plus background.
2-12
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DETERMINATION OF THE MASS OF THEW BOSON . . . PHYSICAL REVIEW D 58 012002
shaded area is the contour obtained from the combi
analysis for a unit change in the combinedx2.

The main contributions to the systematic uncertaint
were the underlying event correction and possible n
linearities in the energy response. Varying the underly
event by the errors quoted above changes the value ofd for
which the combinedx2 is minimized by 62 MeV when
varying the underlying event contribution to theJ/c and by
630 MeV when varying the contribution to thep0. In addi-
tion the calorimeterp0 response was varied takingdp0

53d, rather than 4d as discussed above. This decreased
best value ford by 52 MeV. The dominant uncertaint
comes from a possible nonlinearity of the calorimeter a
has been addressed by studying test beam data. The
beam data permitted a small nonlinear response of the
calorimeter and was parametrized by including a quadr
term in the energy response of Eq.~20!, which was con-
strained by the test beam data to not exceed 1 part in4.
Allowing for a nonlinear response characterized by suc
quadratic term and repeating the above analyses results
allowed region ina,d indicated by the dotted line in Fig. 8
The result is to decreased by 200 MeV. The energy scal
parameters and their uncertainties are thus

d520.15860.01620.21
10.03 GeV, ~25!

a50.951460.001820.0017
10.0061 ~26!

where the first error is statistical and the second system
The effect of a possible quadratic response term was
cluded as the asymmetric contribution to the overall unc
tainty shown ond.

The result described in this section constitutes the calib
tion of the central EM calorimeterafter the initial calibration
based on a transfer of the calibration from the test be

FIG. 8. Expanded view of Fig. 4 showinga versusd with the
combined best fit~shaded region!. The expanded lobe~dotted con-
tour! to lower values ofd is due to uncertainties in the low energ
non-linear response of the calorimeter. The contributions are fr
Z→ee decays ~solid contour!, J/c→ee decays ~dashed-dotted
lines!, andp0→gg→e1e2e1e2 decays~dashed lines!.
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given by Eq.~15!. In practice, inserting the offset as define
in Eq. ~15! into Eq. ~20! leads to

Emeas5dTB1d1aEtrue ~27!

demonstrating that thein situ determination ofd amounts to
a redetermination ofdTB. Combining Eq.~27! with Eq. ~15!
leads to

Etrue52
d

a
1

C

a (
i

b iSi . ~28!

Using the redetermined values ofa andd, an overall offset
of 2d/a5158/0.95145166 MeV was observed consiste
with the average energy loss by electrons in the mate
before the calorimeter which was predicted byGEANT Monte
Carlo simulation studies.

B. Hadronic energy scale

The scale of the measured recoil momentum differs fr
the electron energy scale because the recoil measure
also includes energy from hadronic showers and suffers f
the loss of energy in uninstrumented regions of the calor
eter. The response of the hadronic calorimeter relative to
response of the electromagnetic calorimeter was determ
from Z→ee events. InZ→ee events the transverse mome
tum of theZ bosonpT

Z can be obtained from either the me
surement of the transverse momenta of the two electronspW T

ee

or from the recoil activity in the event2pW T
rec . The latter was

the way in whichpT
W was measured. To minimize the effec

of the energy resolution in the determination of the hadro
energy scale relative to the electromagnetic energy scale
momentum imbalance was measured with respect to
~h,j!-coordinate system@12#. The h axis is defined as the
bisector of the two electron transverse directions. In
plane of the electrons, the axis orthogonal to theh axis is the
j axis ~see Fig. 9!. Theh imbalance is then defined as

h imb5pW T
ee
•ĥ1pW T

rec
•ĥ ~29!

with ĥ a unit vector along theh axis. If the electromagnetic
and hadronic responses are equal,h imb is zero. Since the
positiveh axis is always in the direction ofpW T

ee, any system-
atic bias in the measurement ofpW T

rec will manifest itself as a
bias inh imb . If the difference is due only to a scale, then t
relationship between the two quantities can be character
by a proportionality constantk.

The determination of the hadronic energy scale factor
quires selection ofZ→ee events with the same event topo
ogy asW→en events.Z→ee events were selected with a
least one electron in the central calorimeter. An additio
cut to eliminate events which occur during the Main Ri
cycle was imposed to ensure that no spurious calorime
depositions affecting the measurement of the hadronic re
were present. As a consistency check,Z boson events with
both electrons in the central calorimeter have been used
a consistent result for the hadronic energy scale was

:

2-13
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B. ABBOTT et al. PHYSICAL REVIEW D 58 012002
tained. Three related determinations of the hadronic ene
response relative to the electromagnetic response have
carried out:

~1! The primary method of obtaining the calorimeter r
sponse used was the measurement of theh imbalance as
function of upW T

ee
•ĥu, as shown in Fig. 10~a!. A least squares

fit yields upW T
rec

•ĥu5kupW T
ee
•ĥu, with k50.8360.03. The off-

set in response, obtained from the intercept of the fit with
ordinate in Fig. 10~a!, was measured to be20.1760.24
GeV. This result is consistent with zero. Figure 10~b! shows
the h imbalance fork50.83. The distribution is well de
scribed by a Gaussian distribution, centered at zero, wi
width of 4.2 GeV.

~2! A second, very similar approach to fixing the scalek
of the recoil system with respect to the dielectron system
the measurement ofupW T

rec
•ĥu as function of upW T

ee
•ĥu, as

shown in Fig. 11. The linear dependence shows that, ove

FIG. 9. Definition of theh-j coordinate system forZ events.
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pT range of interest to theW boson mass measurement, t
hadronic recoil is related to the electromagnetic energy b
simple scale factor. The scalek was determined by a leas
squares fit to the data, where the errors onpW T

rec
•ĥ and

pW T
ee
•ĥ have been determined using the known detector re

lutions. This method givesk50.8460.03. The offset in re-
sponse is 0.0660.25 GeV, consistent with zero. It should b
noted that the contribution from the underlying eventuW T
does not affect the determination ofk since it is distributed
randomly with respect to theĥ direction. The component o
underlying event which is under the electron is a negligi
perturbation on the vector direction ofuW T

FIG. 11. ForZ→ee events~points! with the same event topol
ogy as W events, the average value ofpW T

rec
•ĥ is shown versus

pW T
ee
•ĥ. The line shown is obtained from a linear least-squares fi

the data.
ar
FIG. 10. ForZ→ee events~points! ~a! the averageh imbalance versuspW T
ee
•ĥ is shown along with the line obtained from a line

least-squared fit to the data and~b! theh imbalance with a hadronic energy scale factork50.83 applied is shown with a Gaussian fit~curve!.
2-14
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~3! The hadronic energy scalek was also determined us
ing a third method which yielded both the hadronic ene
scale and the magnitude of the underlying event vector.
transverse momentum balance inZ→ee events is given by

pW T
e11pW T

e21E”W T52pW T
rec2uW T . ~30!

Squaring both sides, one finds for the average

upW T
e11pW T

e21E”W Tu25upW T
rec1uW Tu25k2upW T

eeu21uuW Tu2 ~31!

assuming again thatupW T
recu5kupW T

eeu. The cross term on the
right-hand side averages to zero since the underlying e
vector is randomly distributed with respect to theZ boson
recoil system. Figure 12 shows the distribution ofupW T

e11pW T
e2

1E”W Tu2 versusupW T
eeu2 for Z→ee events. Again, the data dem

onstrate that there is a linear relation between the elec
magnetic and hadronic energy scales. The straight line is
to the data and yieldsk50.8360.03. This result is consisten
with the value determined using the other two methods. T
intercept of the straight line fit yields the magnitude of t
underlying event vectoruuW Tu is 4.360.3 GeV.

Because there was no indication of a non-linear respo
of the hadronic calorimeter with respect to the electrom
netic calorimeter, nor a sign of a measurable offset, the
ergy scale for the hadronic recoil was taken to be stric
proportional to the electromagnetic scale with a scale
k50.8360.04, the uncertainty of which was derived fro
the spread in the results among the three different meth
No offset of the hadronic energy scale was included in
Monte Carlo model. The effect of a possible non-linearity
the hadronic response was included when evaluating the
tematic uncertainty on theW boson mass. The only use o
the EC calorimeter in this analysis was in the determinat
of the missing transverse energy. The hadronic energy s

FIG. 12. Distribution of the averageu(pW T
e11pW T

e21E” T)u2 versus
upW T

eeu2 for Z→ee events. The line shown is obtained from a line
least-squares fit to the data.
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was determined from the CC-CC~both electrons in the CC
calorimeter! and CC-EC~one electron in each calorimete!
Z→eeevents. The hadronic response gave the same num
cal result as that using the CC-derived scale alone wit
errors which are negligible for this measurement.

C. Resolutions

1. Electron energy resolution

The electron energy resolution was parametrized acc
ing to the relation

se

E
5AC21S S

AET
D 2

1S N

ED 2

~32!

whereC, S, andN are the coefficients of the constant, sam
pling, and noise terms, respectively. The values of the s
pling and noise terms were those as derived from test b
data. The test beam noise term was confirmed to agree
the width of the pedestal distributions in the collider en
ronment. Smearing inET rather than inE is used in the
sampling term because the resolution should become po
with increasing thickness of the absorber plates at la
angles. Replacing the usualE with ET compensates for this
and allows the coefficientS to remain constant over all of th
central calorimeter. This observation was confirmed by t
beam data@26,31#. The central values utilized in this analys
were obtained from the test beam for the central calorime
and areC50.015,S50.13AGeV, andN50.4 GeV. For the
EC, S50.16AGeV.

The value for the constant term was determinedin situ by
fitting the electron energy resolution to the observed width
the dielectron invariant mass distribution of theZ→ee
events, fixing the width of theZ boson to its measured valu
of 2.49060.007 GeV@19#. There was little sensitivity for
small values of the constant term, since for relevant value
ET the energy resolution is dominated by the sampling te
A constant term ofC50.01520.015

10.005 was obtained, where the
error is statistical only. The uncertainty on the shape of
background~discussed below! increased the upper limit on
the error to10.6%.

2. Electron angular resolution

The polar angle of the electron was determined using
z position of the electromagnetic energy cluster in the ca
rimeter and thez position of the center of gravity of the CDC
track. The angular resolution used in the Monte Carlo sim
lation was therefore determined by the resolutions on th
two quantities.

The resolution of the calorimeter hit position was det
mined using electrons fromW→en decays processe
through a detailedGEANT Monte Carlo. Because of the
read-out geometry of the detector, it depended both on
angle of incidence of the electron and its clusterz position,
zclus. It was parametrized as a Gaussian distribution havin
width
2-15
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FIG. 13. ~a! The modeled resolution of thez position of the center of gravity of CDC tracks and~b! the distribution in the difference o
the intersections of thez axis of the two electron tracks fromZ decays~points! compared with the distribution from the Monte Car
simulation.
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s~zclus!5~p11p23uÃu!1~p31p43uÃu!uzclusu ~33!

wherep150.33183 cm,p250.5228131022 cm/degree,p3

50.4196831023, and p450.7549631024 cm/degree. The
angle Ã is the polar angle of the electron~in degrees! as
measured with respect to theh50 axis of the detector.

The resolution of thez position of the center of gravity o
the track was measured fromZ→ee events using the inter
sections of the two electron tracks with the beamline. T
distribution of the difference inz position of the two inter-
sections shows non-Gaussian tails which were represent
the Monte Carlo program. The simulation generates a re
lution on zcog

CDC as shown in Fig. 13~a!. The model was veri-
fied by comparing a Monte Carlo generated distribution
the difference in the intersections of the two electrons fromZ
decays with that obtained from the data, and is shown in
13~b!.

In the data analysis, the azimuthal angle of the elect
was given by thew angle as measured by the CDC. T
resolution was taken to be the CDCw resolution and is mod-
eled as a Gaussian distribution with widths~w!50.005 radi-
ans. For someZ→ee studies electrons in the end calorim
eters were also used. The angular resolutions of th
electrons were modeled in the Monte Carlo program
Gaussian distributions with resolutions~w!50.015 radians
ands~u!50.015 radians.

3. Hadron energy resolution

The recoil against the vector boson was modeled by
suming it to be a single jet. The transverse momentum of
vector boson was smeared using the hadronic energy re
tion determined both in the test beam and from analysis
jets in situ. It was parametrized as
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ET
5AC21S S

AET
D 2

1S N

ED 2

~34!

with resolution parametersC50.04, S50.80AGeV and
N51.5 GeV@26#.

D. Efficiencies

There were two main inefficiencies which affected th
measurement: those related to the hardware trigger,
those related to electron identification criteria. Both effe
can potentially bias the measurement as these particula
efficiencies depend on the kinematics. These efficiencies
determined from data as discussed below.

1. Trigger efficiencies

The main data sample was recorded with an on-line fil
which required an electromagnetic cluster withET

e.20 GeV
and E” T.20 GeV. The trigger efficiency as function of th
offline electron and missing transverse energies was de
mined using a single electron trigger as well as triggers w
lower requirements. After 27% of the running was com
pleted, the missing transverse energy calculation in the
trigger was changed to use the event vertex as measure
the L0 system, rather than the nominalz50 value. There-
fore, two different threshold curves have been used in
data analysis. Both theET

e andE” T requirements in the trigge
were more than 99% efficient for transverse energies gre
than 30 GeV.

2. Electron identification efficiency

The recoil of theW boson may affect the electron ident
fication, especially if the recoil system is close to the ele
tron. A measure of the event selection biases can be obta
2-16
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by studying identification efficiencies as a function of t
quantityui , which is the projection of the momentum reco
ing against theW boson along the electron@14#:

ui[pW T
rec

•ê, ~35!

whereê is a unit vector in the electron direction. A bias
the electron identification as function ofui would distort the
lepton pT spectra. For example, an inefficiency of the ele
tron identification at high positive values ofui , when the
recoil is close to the electron, would result in a softerpT

n

spectrum.
The event selection efficiency as a function ofui was

determined by studying the behavior of the energy isolat
fraction, f iso, of the electrons in the signal sample. Figure
shows the average isolation versusui for the electrons in the
W boson data sample. For negative values ofui , when the
recoil jet is opposite the electron, the isolation is consta
This indicates that for these event topologies the recoil s
tem did not affect the electron, as expected. For posi
values ofui the isolation increases linearly withui , indicat-
ing that there was a ‘‘halo’’ of constant energy flow su
rounding the direction of the recoil jet. The electron iden
fication efficiency was determined by modeling t
distribution of the isolation variable for different ranges ofui

as shown in Fig. 15. The curves are the result of a fit to
data using a five parameter functional form. To determ
the electron identification efficiency as a function ofui , fits
to the isolation distribution were integrated overf iso. The
fraction of events withf iso.0.15 constituted a determinatio
of the inefficiency due to the recoil jet spoiling the electr
signature. The efficiency as function ofui is shown in Fig.
16 where the curve is a parametrized fit.

The dominant systematic uncertainty stems from
shape of the isolation distribution for values off iso.0.15,
above the trigger restriction. This was addressed by stud
W boson events in which the electron cluster was rotate

FIG. 14. Average value of the isolation versusui for electrons
from W→en decays.
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azimuth, re-analyzed, and the isolation re-evaluated. The
of the isolation distribution obtained in this way wa
well described by the fitting function. In addition, when fi
ting for the isolation distribution of the rotated sample,
maximum variation in the efficiency of 1.5% was noted. T
be conservative, the efficiencies were shifted coherently

FIG. 15. Distribution of the isolation value,f iso , for electrons
from W→en decays for differentui ranges~points!. The curves are
fits to the data.

FIG. 16. Electron identification efficiency as a function ofui

~open crosses! from data. The central curve is a fit to the data. T
outer curves show the allowed ranges for determining the syst
atic errors.
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two standard deviations of their total uncertainties and re
The band in Fig. 16 shows the resulting uncertainty on
efficiency.

E. Backgrounds

There was a dual approach to the treatment of ba
grounds in this analysis. The processW→tn→ennn is in-
distinguishable fromW→en and was therefore explicitly in
cluded in the Monte Carlo event generation. These dec
were generated with a 17.9% branching fraction for the
cay t→enn, where thet polarization was taken into ac
count. Other backgrounds are characterized by data and
added to the final distributions of the fitted variables. T
determination of these background contributions is discus
in this section.

1. Backgrounds to W̃ en events

The dominant source of background toW→en produc-
tion was standard QCD multi-jet production, where one
the jets was misidentified as an electron and there was
stantialE” T from jet energy fluctuations or non-uniform en
ergy response. This background has been estimated u
data from an inclusive electron trigger that did not impose
isolation requirement at the trigger level. The backgrou
sample is selected by requiring the same kinematic and fi
cial cuts as in theW boson event sample but imposing an
electron identification cuts on the EM energy cluster. Th
anti-electron selections are the combination of

f iso.0.20

x2.250

s trk.10.

For multi-jet background events, it was assumed that
shape of theE” T spectrum at lowE” T was the same indepen
dent of the electron quality cuts. The distribution inE” T of the
background sample was then normalized to the signal sam
in the region 0,E” T,15 GeV. The signal sample was s
lected from the same trigger by imposing the standardW
boson selection criteria. The ratio of the number of eve
with E” T.25 GeV for the signal and normalized backgrou
distributions was then taken as the amount of backgroun
the sample. There was a 0.3% variation in the amoun
background due to how the sample is normalized and h
the background sample was selected.

As a consistency check, the above procedure was repe
with data taken with an inclusive electron trigger that
quired the EM cluster to be isolated at the trigger level. T
signal sample was again taken as the events that pass tW
boson event selection cuts. The background sample cons
of those events which pass thex2.250 ands trk.10 cuts.
Since there was an isolation requirement in the trigger,
background sample does not have the anti-isolation cut
plied as before. The two methods yielded results that
consistent within two standard deviations. The overall ba
ground fraction was taken to be~1.660.8!%. This is an av-
erage of the two analyses which assigns a somewhat la
weight to the first method. The uncertainty assigned is ab
01200
t.
e

k-

ys
-

ere
e
ed

f
b-

ing
n
d
u-

e

e

le

ts

in
f

w

ted
-
e

ted

e
p-
re
-

er
ut

twice the error computed for this average; essentially, it
compasses the central values of both measurements.

Since very few background events survived the kinema
cuts, this method yielded only the overall background co
tribution leaving the shape of the background as a funct
of the transverse mass largely undetermined. Employing
capability of the TRD to distinguish electrons, convert
photons, and pions a likelihood function was constructed e
ploying the energy deposition in the TRD, the trackdE/dx
in the CDC, and the track cluster match. Using an an
electron criterion based on this likelihood, slightly mo
background events survived the kinematic and accepta
cuts, allowing a determination of the dependence of
background as function of the relevant quantities. The d
points in Fig. 17 show the calculated transverse mass di
bution of the background obtained this way. The line is
fourth order polynomial fit. The shape of the background
lepton transverse momentum can be described by an e
nentially falling spectrum with slope20.08660.059 GeV21

and 20.12960.055 GeV21 for the ET
e and E” T spectra, re-

spectively.
The other background that has been considered is the

cessZ→ee, where one electron escapes detection and is
measured~denoted byZ→ee” ! giving rise to a transverse
momentum imbalance. This background has been estim
using ISAJET @37#. To appropriately model the underlyin
event in theISAJET simulation, one minimum bias event wa
vectorially added to theE” T for the Monte Carlo data. The
overall background contribution has been estimated to
~0.4360.05!%. The MT , pT

e and E” T spectra for this source
are shown in Fig. 18. TheE” T spectrum does not show
Jacobian edge because the detector is hermetic and th
ergy of the unidentified electron is typically well measure

FIG. 17. Transverse mass spectrum of the multi-jet backgro
obtained from the data~open crosses!. The solid line is a fourth-
order polynomial fit.
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FIG. 18. Spectra in~a! MT , ~b! pT
e and ~c! E” T for the Z boson background in theW boson sample. The lines are fits to the data.
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The solid lines for theMT and pT
e spectra are from a poly

nomial fit. TheE” T spectrum was parametrized using an e
ponentially falling spectrum with slope20.2060.03 GeV21.
The averageui for this background is212.560.6 GeV.

Figure 19 shows the distribution in transverse mass of
dominant background sources to theW boson event sample
The background has been normalized to the expected n
ber of background events in the data sample.

2. Backgrounds to Z̃ ee events

The primary background toZ→ee events came from
multi-jet production, with the jets fragmenting into a leadin
p0. Since the mass is determined from the resonant c
section only, a correction also must be made for Drell-Y
and Zg* interference processes. These backgrounds w
determined as a function of invariant mass and were inclu
at the fitting stage.

The total background contribution was evaluated by
ting the mee spectrum to a relativistic Breit-Wigner convo
luted with a Gaussian resolution function plus a backgrou
falling exponentially inmee. For the mass range of interes
there is no distinction between a linear or exponential mo
of the background. This method yielded a total QCD a
Drell-Yan background under theZ0 peak of 7.4%, with a

FIG. 19. Normalized distributions in transverse mass of
dominant background contributions to theW boson event sample.
01200
-

e

m-

ss
n
re
d

-

d

el
d

slope of20.044760.018 (GeV/c2)21 for an invariant mass
window of 70 to 110 GeV/c2.

The Drell-Yan andZg* contribution to the totalZ boson
production cross section was determined using anISAJET

simulation. In the mass range 70,mee,110 GeV/c2 the
Drell-Yan andZg* interference terms contributed 3% to th
total cross section. The background has an exponentially
ing spectrum with slope20.03 (GeV/c2)21. The contribu-
tion to the background from multi-jet sources is thus 4.4
Both the overall background contribution and its shape ar
good agreement with the background determination for
cross section analysis@38#.

V. MONTE CARLO SIMULATION

A. Introduction

TheW boson andZ boson masses were extracted by co
paring measured distributions with those generated b
Monte Carlo simulation. To determine theW boson mass the
relevant distributions are those in transverse mass plus
electron and neutrino transverse momenta. For determin
the mass ofZ bosons the relevant distribution is in the d
electron invariant mass. The simulation was accomplis
with a generator which produced all of the basic process
incorporated the main features of the D0” detector, and was
capable of generating tens of millions of simulated events
a few hours. This section describes the physics and dete
simulation. A comparison between the Monte Carlo simu
tion and the data is presented at the end. Table IV lists
parameters used in the Monte Carlo.

B. W and Z boson production and decay

The simulation ofW andZ bosons relied on the choice o
a model for the physics processes involved. This physics
divided into three parts:~i! the production model forW and
Z bosons;~ii ! the decay of the vector bosons and~iii ! back-
grounds. For theW boson the basic processes generated w
W→en, W→tn→ennn andW→gen; for theZ boson they
wereZ→ee andZ→gee. As discussed in the previous se

e
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tion, all backgrounds, except for theW→tn decay, were not
a part of theW or Z simulation and were dealt with sepa
rately.

1. Production of W and Z bosons

The triple differential cross section for vector boson p
duction was assumed to factorize as

d3s

dpTdydm
5C

ds

dm
3

d2s

dpTdy
. ~36!

Here,C denotes the appropriate constants,y is the rapidity
of the vector boson, and the products on the right hand
refer to shapes rather than absolutely normalized quanti
The double differential cross section was generated on a
of pT and y points over the region23.2,y,3.2 and 0
,pT,50 GeV/c, in steps of 0.2 iny and 0.5 GeV/c in pT .
Two choices of the production model, both based on
fully resummed theory of Collins and Soper@39#, were con-
sidered. The double differential spectrum as given by Arn
and Kauffman@40# ~AK ! uses a next-to-leading order calc
lation for the highpT region @41# with a prescription to
match the low and highpT regions. They used fits to Drell
Yan data@42# which have since been updated. The dou
differential cross section by Ladinsky and Yuan@43# ~LY !
employs a different parametrization for the non-perturbat
functions describing thepT spectrum based on a fit to mor
recent data. The differential spectra were generated for b
models using various parton distribution functions as inp
Alternative grids within the LY model were used, distin
guished by a different choice of the non-perturbative para
eters,gi ~see Appendix A for more details!. In order to prop-
erly keep track of the helicity states for the weak dec
annihilations involving different combinations of valenc
quarks and sea quarks were dealt with separately. The de
double differential cross section used the LY product
model with the MRSA@44# parton distribution functions.

TABLE IV. Parameters used in the fast Monte Carlos.

Descriptor Nominal value

EM energy resolution, sampling~CC! S513.0%
EM energy resolution, constant~CC! C51.5%
EM energy resolution, noise~CC! N50.4 GeV
HAD energy resolution, sampling~CC! S580.0%
HAD energy resolution, constant~CC! C54.0%
HAD energy resolution, noise~CC! N51.5 GeV
HAD energy scale k50.83
Electron underlying event EUE

el 5207 MeV
W width GW52.1 GeV
Z width GZ52.5 GeV
# minimum bias events 1.0
Minimum Eg Eg

min550 MeV
DR(eg) DR(eg)50.3
Calorimeter position resolution s(z)'0.7 cm
CDC zcog resolution rmszcog52.0 cm
w resolution s(w)50.005 rad
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After generation of the kinematics of theW boson, the
mass dependence of the production cross section was fo
in. A relativistic Breit-Wigner line shape was used to mod
the W boson resonance

ds

dm
~m2!}

m2

~m22MW
2 !21

m4GW
2

MW
2

~37!

whereMW andGW are the mass and width of theW boson.
In pp̄ production, however, the mass spectrum differs fro
the strict Breit-Wigner resonant line shape of the parto
cross section due to the variation of parton flux with part
momentum. This mass dependence has been calculated
the differential cross section is given by

dN
dm

}
2m

s E
m2/s

1 dx1

x1
f q/p~x1! f q8/ p̄S m2

sx1
D ds

dm
~m2!

5
1

m
F

ds

dm
~m2! ~38!

with

F5
2m2

s E
m2/s

1 dx1

x1
f q/p~x1! f q8/ p̄S m2

sx1
D . ~39!

Here f q/p( p̄)(x) is the probability that a quark or antiquarkq
in the ~anti!proton carries a fractionx of the ~anti!proton’s
momentum. In this equation a sum over allqq8 pairs that
lead to W boson production is implicit. The factorF is a
dimensionless quantity which will be referred to as the p
ton luminosity @45#. It has been parametrized as having
exponential mass dependence,e2bm. The slope parameterb
has been treated as a single number, calculated by evalu
the integral using the available parametrizations of the pa
distribution functions@46# at a mass of 80 and 91 GeV/c2 for
W boson andZ boson production, respectively. The sma
mass dependence ofb was included in the systematic unce
tainty. Table V lists the values ofb which are used forW
boson andZ boson production for different sets of parto
distribution functions. The most recent sets which use ne
identical modern input data are the Martin-Roberts-Stirli
set A ~MRSA! and CTEQ3M@47# sets. The relative contri-
butions for vector boson production are listed separately
valence quarks and sea-sea quarks. In the event gener
the widths of the intermediate vector bosons were fixed
their measured values,G(W)52.12 GeV @38# and
G(Z)52.487 GeV@19#.

2. Decay of W and Z bosons

The W boson decay products were generated in theW
boson rest frame with an angular distribution depending
which process, valence-valence/sea or sea-sea, is invo
W1 bosons follow the angular distribution
2-20
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TABLE V. Parton luminosity slope, valence-valence (v2v), valence-sea (v2s) and sea-sea (s2s)
contributions to theW andZ boson production cross section atAs51.8 TeV.

pdf

W6 production Z0 production

b3100
(GeV21)

v2v andv2s
~%!

s2s
~%!

b3100
(GeV21)

v2v andv2s
~%!

s2s
~%!

MRS E8 0.980 82.7 17.3 0.869 84.7 15.3
MRS B 1.054 82.7 17.3 0.897 85.0 15.0
HMRS B 1.048 75.5 24.5 0.932 77.7 22.3
KMRS B0 1.022 79.2 20.8 0.908 81.4 18.6
MRS D08 1.220 78.9 21.1 1.077 80.9 19.1
MRS D8- 1.277 79.9 20.1 1.097 81.7 18.3
MRS H 1.264 79.0 21.0 1.104 81.0 19.0
MRS A 1.282 79.6 20.4 1.101 81.0 19.0
MRS G 1.297 80.3 19.7 1.107 81.6 18.4
MT B1 1.076 83.1 16.9 0.925 85.4 14.6
CTEQ 1M 1.204 79.6 20.4 1.038 81.3 18.7
CTEQ 1MS 1.206 79.9 20.1 1.030 81.6 18.4
CTEQ 2M 1.274 79.4 20.6 1.078 81.0 19.0
CTEQ 2MS 1.231 79.7 20.3 1.043 81.2 18.8
CTEQ 2MF 1.225 78.7 21.3 1.054 80.2 19.8
CTEQ 2ML 1.310 79.7 20.3 1.113 81.4 18.6
CTEQ 3M 1.224 79.7 20.3 1.051 81.1 18.9
GRV H0 1.237 82.0 18.0 1.095 80.5 19.5
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d2s

dydcosu*
;~12cosu* !2

•S 1

2

dss
W1

dy
1

dsv
W1

dy
D

1~11cosu* !2
•

1

2

dss
W1

dy
~40!

where the subscriptsv ands refer to valence and sea contr
butions, respectively, and the1z direction is chosen along
the proton direction. Hereu* is the center of mass angl
between the electron direction and theqq̄ axis.

Theqq̄→ l l production cross section at theZ boson reso-
nance is proportional to

~gV
q21gA

q2!~gV
l 21gA

l 2!~11cos2 u* !14gV
qgA

qgV
l gA

l cosu* .
~41!

Because the lepton charge is unmeasured, the cosu* term
averages to zero. The leptons were therefore generated w
(11cos2 u* ) angular distribution and theuū anddd̄ contri-
butions to the production weighted with their respective c
pling strengths,gV

q21gA
q2. HeregV

q andgA
q are the vector and

axial-vector coupling strengths of quarkq to theZ boson

gV
q5I 3

q22Qqsin2 qW ~42!

gA
q5I 3

q ~43!

with I 3 the third component of the weak isospin andQq the
charge of the quark.I 3

q is 1 1
2 for the charge2

3 quarks and
21

2 for the charge21
3 quarks. The value sin2 qW50.2317

@18# was used.
01200
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3. Radiative processes

Radiative W boson and Z boson decays,q8q̄→W
→en(g) andqq̄→Z→ee(g), must be properly simulated in
the Monte Carlo program to extract correct values forMW

andMZ ~see Appendix B!. Because theee anden invariant
masses are smaller in these decays than the correspon
vector boson masses, the experimentally measured mass
tributions were shifted toward lower values.

The rates and distributions in lepton and photon mome
were generated toO~a! following reference@48#. Using this
calculation, in the decay of theZ boson either of the elec
trons ~but not both! may radiate. InW boson decays, the
electron orW boson may radiate the photon. Approximate
30% of W→en decays and 60% ofZ→ee decays had a
photon of 50 MeV or more in the final state. The calculati
does not include processes that in the limit of a zero wi
boson would be consideredWg or Zg production. Therefore,
initial state radiation was not included in the calculation, n
was the production of a virtual high massW boson which
decays to an on-shellW boson and a photon. InWg andZg
production,MW and MZ were correctly obtained from the
dilepton invariant masses~en or ee! and theg direction was
not strongly correlated with that of either lepton. Its presen
produced a background not fundamentally different from t
of other processes.

In implementing radiative decays in the Monte Car
simulation, three experimental scenarios were considered~i!
When theg was produced inside the electron cone, taken
be a radius ofR50.2 in h2f space, theg was measured a
part of the electron. The neutrino momentum, obtained fr
the missing transverse energy in the event, was calcul
2-21
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correctly. Therefore, the invariant mass of theen system is
the W boson mass, and the transverse mass and trans
momentum of theW boson was properly calculated.~ii ! If
the g was far from the electron, that is outside a cone
radiusR50.4, the photon retains its identity. The electr
energy was measured correctly, andpT

g becomes part of the
recoil against theW boson, pW T

W(meas)5pW T
W(generated)

2pW T
g . The transverse mass of theen system was calculate

correctly, but was shifted downward because theen invari-
ant mass is smaller than theW boson mass. Therefore,MW
was mismeasured.~iii ! If the g was produced in the regio
betweenR50.2 andR50.4, it alters the shape of the ele
tron shower. Isolation and electron identification cuts th
resulted in inefficiencies that can affect theW boson mass if
not properly simulated in the Monte Carlo.

In the Monte Carlo simulation, the fraction of the ele
tron’s energy in the region betweenR50.2 andR50.4 was
generated according to the experimental distribution m
sured inW boson events. The photon energy was added
the electron energy and the event was discarded if it fa
the isolation cut. If the event survived the isolation cut a
the radial distanceReg between theg and e, was less than
0.3, theg momentum was added to the electron’s and theW
boson mass was correctly calculated, as in the first c
above. If the radial distance was greater thanReg50.3, theg
momentum was not added to the electron’s and the rec
structed W boson mass and transverse momentum w
shifted downward.

C. Detector simulation

The production of likelihood templates inMT required
large Monte Carlo samples. Twenty million generated eve
were required to sufficiently eliminate effects of statistics
the likelihood function. To study the effects of systema
uncertainties many complete analyses were needed.
combination of these requirements made a fast dete
simulation essential.

After production and decay products were boosted i
the laboratory frame, the parameters whose measurem
were described in the previous section were utilized in t
simulation as follows.

~i! The energies of the generated electrons and radia
photons, if they were present and retained their identity, w
scaled by the measured EM energy scale. The gener
transverse momenta were then smeared according to
measured resolution, as was the generated electron ang

~ii ! The transverse momentum of the recoil system w
taken to be the negative of the generated transverse mo
tum of theW boson,pW T

rec52pW T
W . Its magnitude was scale

by the product of the measured EM energy scale and
relative response of the hadronic and EM calorimete
Smearing was added according to the jet energy resolu
The hadronic content ofZ→ee events and the electron
from theZ boson decay were modeled in the same fashion
W→en events.

~iii ! The underlying event, denoted byuW T(L), was mod-
eled using collider minimum bias events, which mimic t
debris in the event due to spectator portion interactions
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the pile-up associated with multiple interactions. The use
minimum bias events properly includes any residual ene
which might be present from previous crossings as well
detector effects. A library of minimum bias triggers was cr
ated in bins of luminosity in order to correctly simulate ove
lapping event and noise characteristics of the data. Ev
were chosen according to the distribution of instantane
luminosities observed during the run as shown in Fig.
~See the discussion in Appendix C.! Figure 21 shows theE” T
and total scalarET distributions of the minimum bias event
used. The averageE” T is 3.93 GeV with an rms of 2.69 GeV
The mean total scalarET is 67.1 GeV with an rms of 39.8
GeV. ~The total scalarET distribution is shown for complete
ness only, as this quantity is not used in the event modeli!

~iv! The generated and smeared recoil hadronic ene
vector and the underlying event hadronic energy vector w
superimposed on one another to form a simulation of
total hadronic deposition.

~v! The vertex for each generated event was taken to
that of the minimum bias event.

~vi! The efficiencies and cuts were applied to the smea
quantities.

1. Underlying event discussion

In the data, the contribution from the underlying eve
cannot be separated from the measured recoil energy. In
simulation of theW events the recoil and the underlyin
event were treated separately. The superposition in
Monte Carlo of the underlying event and the production
the W boson and its decay is laced with intricate deta
Although the average energy deposition per read-out to
in minimum bias events was very small, its effect on theW
boson mass measurement is of crucial importance ma
because the corrections were correlated with the electron
rection. Its presence affects not only the measurement of
electron energy but also the measurement of the mis

FIG. 20. Distribution in instantaneous luminosity of theW
events used in theW boson mass measurement.
2-22



DETERMINATION OF THE MASS OF THEW BOSON . . . PHYSICAL REVIEW D 58 012002
FIG. 21. ~a! E” T and ~b! SET distributions of the minimum bias events used to model theW→en andZ→ee underlying event.
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transverse energy. Equation~14! shows that the neutrino
transverse momentum differs from the measured miss
transverse energy because of the presence ofuW T .

The clustering algorithm for electron identification us
in this analysis was dynamic so the cluster size can v
from event to event. This complicates a description of
underlying event contribution to the electron energy. Ho
ever, the clustering approach was found to be numeric
equivalent to a window in~h,w! space having a constant siz
of 0.530.5. As this will facilitate the discussion, this windo
analog consisting of a fixed set of 25 towers with~Dh3Dw!
50.130.1 will be used to illustrate the size of the effects
the underlying event on the electron energy measureme

Because a 0.530.5 window in ~h,w! space is used to
model the electron cluster, the cluster contains not only th
cells which carry a very large energy because of the incid
electron, but also those cells whose energies are just a
the zero-suppression threshold. To incorporate the effec
the energy flow of the underlying event in the model, det
tor effects needed to be taken into account, in particular
effect of the zero-suppression. Calorimeter depositions w
only read out if the absolute value of the magnitude of
energy fell outside the zero-suppression limits. This res
in two distinct effects. First, small energy depositions due
the low energy tails of the electron shower which fall belo
the zero-suppression limit are lost, and a correction mus
applied to the reconstructed electron energy. Second, the
ergy read out for cells which are very close to the ze
suppression threshold and which are part of the electron c
ter will on average register an energy due to the asymme
pedestal distribution. This energy is not part of the true el
tron energy but is an artifact of the calorimeter read
scheme. To determine the true electron energy, the siz
these effects must be determined. It should also be noted
when a cell registers a very large energy, that energy is
affected by any instrumental effects, notably any ze
suppression effects. Thus, it is important to know how ma
towers a typical electron occupies.
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In the following subsection, first the effect of the ener
flow of the underlying event on the measured energy of
electron will be discussed. The corrections to the measu
electron energy introduced by the zero-suppression will t
be detailed.

2. Underlying event energy and electron simulation

The 0.530.5 window in ~h,w! centered around the elec
tron contains not only the energy of the electron but also
energy from the underlying event. The measured elect
transverse energy,mpW T

e , is thus given by:

mpW T
e.pW T

e1uW T
25 ~44!

wherepW T
e refers to the true electron transverse energy, fold

with the appropriate resolution, anduW T
25 is the underlying

event contribution inside the 25 towers defining the elect
cluster. The latter term has been estimated fromW events by
rotating the electron cluster in azimuth and measuring
average energy flow per tower. Care was taken to ensure
the rotated cluster was isolated and was not in proximity
any jet activity. The energy flow per tower was found to
16.8 MeV. The average energy flow under the electron
thereforeuW T

25525316.8ê5420ê MeV, with ê a unit vector
in the electron direction.

This contribution has also been determined from mi
mum bias events, spanning an appropriate range in lumin
ity. An average energy flow of 15.3 MeV per tower wa
found. The difference of 1.5 MeV between the two metho
is attributed to the presence of theW recoil. A value of 16.8
MeV per tower has been used in the simulation. The unc
tainty on the average energy flow is reflected in the syste
atic uncertainty due to this source.

To each of the two terms in Eq.~44!, a correction needed
to be applied due to zero-suppression. Under normal runn
conditions, calorimeter cells were not read out if the sig
was within 2s of the mean pedestal for that channel; that
2-23
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the read-out was zero-suppressed. As a consequence, th
of the electron shower which fell within the zero-suppress
limits, uW Tzs

e , were lost. The average energy that was lost

low the 2s zero-suppression threshold was estimated to
uW Tzs

e 52152ê MeV for electrons fromW decays, using a

detailedGEANT simulation.
Because the absorber medium in the calorimeter is

nium, which is a naturalb-emitter, the pedestal distribution
were asymmetric. Additionally, some asymmetry in the p
estal distributions was introduced due to the shaping e
tronics@26#. Therefore, even when no particle strikes a re
out tower, the zero-suppressed energy read out for that to
was on average not zero. This zero-suppression contribu
has been studied by analyzing non-zero-suppressed m
mum bias events. By comparing the energy per 0.130.1
read-out tower measured in these events to the energy
results after applying the zero suppression offline, the ene
per read-out tower of EM and the first FH layers, was 7
MeV higher than in non-zero-suppressed events. It sho
thus be realized that the average energy flow of 16.8 M
per tower, derived above, has two contributions. The fi
contribution is from the true energy flow in the event, det
mined to be 9.23 MeV per tower. The second contribution
an artifact of the zero-suppression, due to the asymme
pedestal distributions, which adds an energy of 7.55 M
per tower to the read-out.

As mentioned before, a minimum bias event was used
model the event underlying theW boson. The presence of th
electron from theW decay affected the energy flow in th
underlying event. Notably, the read-out towers occupied
the electron had a very large energy deposition and there
were not affected by the zero-suppression correction. For
W data, the electron occupied on average 863 towers.
Therefore, applying the zero-suppression correction to al
read-out towers of the electron cluster, which has been
sumed above, is incorrect. This was corrected by apply
the correction to only the 17 channels within the cluster t
on average were zero-suppressed or, equivalently, by
tracting out the zero-suppressed pedestal energy from t
cells that on average were read-out with the electron. Thu
correctionuW Tzs

ue 52837.55ê MeV needed to be applied t

the energy flow under the electron,uW T
25.

To summarize, the measured electron transverse ene
in MeV, is given by

mpW T
e5pW T

e1uW Tzs

e 1uW T
251uW Tzs

ue 5pW T
e2152ê1253~9.2317.55!ê

2837.55ê ~45!

with ~1! pW T
e the true electron transverse energy folded with

resolution; ~2! uW Tzs

e the energy of the tails of the electro

shower lost due to the zero-suppression, determined to
2152ê MeV; ~3! uW T

25 the energy flow from the underlying
event within the 0.530.5 window in~h,w! defining the elec-
tron cluster, given by 253(9.2317.55)ê MeV; and ~4!uW Tzs

ue

the correction to the energy flow of the underlying event d
to the presence of the electron which corrects for the ze
suppression effect of the underlying event for the towers
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cupied by the electron,2837.55ê. When all of these effects
were taken into account, an addition of an average ofEUE

el

5207 MeV to the generated electron along the electron
rection was required in order to correctly simulate the m
sured electronpT . This is indicated in the appropriate entr
in Table IV.

3. Underlying event energy and recoil energy

The measured recoil energy in the detector is a comb
tion of the true recoil of theW boson and the contribution o
the underlying event. In the simulation the true recoil of t
W boson was taken to bepW T

rec and the underlying event wa
simulated using a minimum bias event. Therefore the m
sured recoil was given by

mpW T
rec.2pW T

W1uW T . ~46!

The underlying event vectoruW T was taken to be the sum o
the ET of all calorimeter cells in the minimum bias even
However, a correction needed to be applied to the underly
event energy vector due to the presence of the electron iW
events. Recall that in the data analysis the recoil momen
was determined by subtracting the electron transverse en
from the total measured transverse energy in the ev
Therefore the energy flow under the electron from the und
lying event, pointing along the electron, should be subtrac
from uW T . In the simulation, the recoil was thus calculated

mpW T
rec52pW T

W1uW T2uW T
2552pW T

W1uW T2253~9.2317.55!ê.
~47!

Note the absence of theuW Tzs

ue term, which does not need to b

applied here sinceuW T is from a minimum bias event in which
no highpT electrons are present.

The underlying event model and the resolution inpT
rec has

been verified using theh imbalance inZ boson events, de
fined previously. Since the magnitude of theET in minimum
bias events was of the same order as that of thepT of the
vector boson, the width of the distribution of theh imbalance
@see Fig. 10~b!# was very sensitive to the underlying eve
contribution. The rms of theh imbalance distribution in Fig.
10~b!, after the correction for the hadronic energy scale h
been applied, iss54.4460.18 GeV. This is the band show
in Fig. 22. The number of minimum bias events added to
Monte CarloW event in order to mimic the underlying even
was varied to match the width of theh imbalance that was
observed in the data. In this optimization the jet resolut
was held constant. The points in Fig. 22 show the Mo
Carlo predicted widths as function of the number of min
mum bias events. The number of minimum bias events p
ferred by the data wasNmin. bias50.9860.06 events. Since
this number is consistent with 1.0, one minimum bias ev
was used to model the underlying event inW and Z boson
production.

4. Underlying event and the neutrino momentum

The neutrino momentum is a derived quantity which fo
lows directly from the electron and recoil measurements:
2-24
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E”W T52mpW T
rec2mpW T

e52pW T
rec2mpW T

e2@uW T2uW T
25#

52pW T
rec2pW T

e2uW T2uW Tzs
~48!

whereuW Tzs
5uW Tzs

e 1uW Tzs

ue . Note thatuW T2uW T
25 represents the en

ergy vector of the underlying event with the region that t
electron occupies excised.

There are two equivalent ways to view the effect of t
underlying event. If one uses for the neutrino momentum
second line above, then the measured electron energy
cluding the contribution from zero suppression and the
ergy from the underlying event, appears in the neutrino
the electron inW decays and in both electrons inZ decays.
This correction then cancels in the ratio of the two mass
Then what is important is the amount of the underlying ev
energy which should be excluded from the determination
the W boson recoil energy because it is inside the elect
cluster. Alternatively, if one examines the expression for
neutrino momentum given in the third line above, only t
total recoil momentum and the total underlying energy en
The zero suppression correction is still irrelevant, appea
in the neutrino, theW electron, and the two electrons from
theZ boson decay. Now the correction to the electron ene
from the energy flow from the underlying event that appe
inside the electron cluster does not cancel completely in
MW /MZ ratio.

The missing transverse momentum differs from the n
trino momentum because of the presence ofuW T . This effect
has no counterpart inZ boson decays and it changes t
measured transverse mass and must be properly modele

FIG. 22. Sensitivity of the width of theh imbalance distribution
to the number of minimum bias events used to simulate the un
lying event in the Monte Carlo simulation~points!. The line is the
result of a linear least-squares fit. The bands~dotted-dashed! corre-
spond to the nominal and61s measurements of the width inZ
boson events.
01200
e
in-
-
d

s.
t
f
n
e

r.
g

y
s
e

-

As

described above, in the Monte Carlo simulationuW T was ob-
tained from minimum bias events. If there were a bias
region of the calorimeter which madeuW T directional, this
effect would be accounted for in the Monte Carlo even
Although the above is dependent on properly extract
small energies in the calorimeter, many of the effects can
in the ratioMW /MZ .

D. Application of efficiencies

After simulating the vector boson event kinematics, t
efficiencies of the trigger as well as the electron identific
tion efficiency as a function ofui were applied, using the
measured kinematic quantities. Fiducial cuts inh andf were
made as in the data. Using the measured quantities, the t
verse mass was calculated and the same selection criter
in the data were applied:mT.50 GeV/c2; ET

e.25 GeV/c;
E” T.25 GeV; andpT

W,30 GeV/c.

E. Comparison of data with Monte Carlo calculation

Comparisons of various distributions of the simulat
quantities with data are shown in this section. The distrib
tions comparing the data and the results of the simulation
area normalized. The Monte Carlo calculation was genera
at the finalW boson mass value of this analysis obtain
from the transverse mass fit. In the comparisons the data
generally shown as points with statistical errors; the simu
tion is shown as the histogram.

1. Characterization of the W̃ en candidates

The primary measurables inW→en events are the energ
and direction of the electronEW and the transverse momentu
of the recoilpW T

rec . In addition, there are a variety of derive
quantities which are especially sensitive to the presenc
inefficiencies or biases which serve as important checks.
comparison between the data and the Monte Carlo sim
tion for W→en events in the electron polar angle cos(ue) and
the transverse momentum of theW bosonpT

W are shown in
Figs. 23 and 24. There is reasonable agreement betwee
simulation and the data in both distributions.

Because of its strong correlation with the lepton tran
verse momenta,ui , defined previously, is an importan
quantity. As was noted in Section IV D 2, a bias inui dis-
torts the available momentum phase space of the leptons
results in a softer or harder leptonpT spectrum, depending
on that bias. Sinceui involves both the electron identificatio
efficiency and the hadronic energy scale, it is advantage
to study the distribution in the angle between the recoil s
tem and the electron, as well as a distribution inui itself.
Figure 25 shows the distribution inwel2w rec .

Note that for smallpT
W , assuming perfect electron ident

fication, theW boson recoil would be distributed uniforml
in w around the electron direction. However, the distributi
in wel2w rec is asymmetric. There are two sources for th
asymmetry. The dominant effect is simply the kinematics
W→en decays. For transversely boostedW bosons, on av-
erage the electron carries awaypT

e'pT
W/2 along thepW T

W di-
rection, having a magnitude of'MW/2 for small values of

r-
2-25
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pT
W . This implies that̂ ui&'2^pT

W2
&/MW . Since the mean

value ofpT
W is approximately 9 GeV/c ~see Fig. 24!, ^ui& is

about21 GeV and the distribution in the difference in az
muthal angle of the electron and the recoil tends to fa

FIG. 23. Angular distribution of electrons fromW→en decays
~points! compared to the simulation~histogram!. The asymmetry is
due to the fact that the luminous region was not located atz50 cm
in the D0” detector, but was rather centered atz527.98 cm.

FIG. 24. Distribution ofpT
W from W→en decays~points! com-

pared to the simulation~histogram!. The mean of the data~simula-
tion! distribution is 8.11 GeV/c ~8.20 GeV/c). Both distributions
have the same rms, 5.97 GeV/c.
01200
r

negative values ofui . The second effect which enhances t
asymmetry is due to a decrease in electron identification
ficiency as function ofui . The value ofui is an indication of
the proximity of the recoil jet to the electron. For high pos
tive values ofui the recoil jet is close to the electron and c
spoil its signature. The observed excellent agreement
tween the simulation and the data indicates that the ev
kinematics and the electron identification efficiency are m
eled adequately.

Figures 26 and 27 show the correlation between^ui& and
pT

e and pT
n . An important feature of the transverse mass

that, unlikepT
e andpT

n , MT is relatively uncorrelated withui

as shown in Fig. 28. This shows clearly one of the adv
tages of using the transverse mass to obtain theW boson
mass. The correlation betweenui and pT

W is shown in Fig.
29.

FIG. 25. Distribution of the angle between the recoil jet and
electron in the transverse plane fromW→en decays~points! com-
pared to the simulation~histogram!.

FIG. 26. Distribution of the meanui versuspT
e from W→en

decays~points! compared to the simulation~* !.
2-26
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Figure 30 shows the distribution inui itself. Note that
there has not been a subtraction for background. The m
value ofui for the data iŝ ui&521.1960.08 GeV whereas
the simulation giveŝ ui&521.1360.02 GeV. An average
correction for the QCD andZ→ee background has bee
applied to the value just quoted for^ui& for the Monte Carlo.

The distribution ofu' , Fig. 31, defined as the projectio
of the recoil jet onto the axis perpendicular to the elect
direction, is a measure of the resolution of the recoil syst
Its mean value is close to zero, as expected. For the
^u'&50.02560.087 GeV with an rms of 7.4 GeV; the simu
lation gives^u'&50.024 GeV with an rms of 7.5 GeV.

2. Characterization of the Z̃ ee candidates

The measured quantities inZ→ee events are the energ
and direction of both electrons and the transverse momen
of the recoil system. Equally important are the determinat
of derived quantities of theZ boson kinematics. Figures 3
and 33 show the comparison in electron energyEel and the
transverse momentum distribution from the recoil syste
pT

rec .

VI. FITTING PROCEDURE

The Monte Carlo event generation was performed for
equidistant mass values binned at intervals of 100 MeV/c2 in
the transverse mass forW boson spectra, 200 MeV/c2 in

FIG. 27. Distribution of the meanui versuspT
n from W→en

decays~points! compared to the simulation~* !.

FIG. 28. Distribution of the meanui versusMT from W→en
decays~points! compared to the simulation~* !.
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invariant mass forZ boson spectra, and 100 MeV/c for the
transverse momentum spectra.

An unbinned maximum likelihood fit was used to dete
mine the vector boson mass using the normalized Mo
Carlo spectra as templates. The log-likelihood was calcula
for the data for the 21 different generated masses. Since
templates were binned whereas the data were unbinne
quadratic interpolation between adjacent bins in the te
plates was performed. The log-likelihood values for the
different vector boson masses were fit to a parabola and
minimum was taken to be the fitted mass value. A decre
of half a unit in the log-likelihood is the quoted single sta
dard deviation statistical uncertainty.

The likelihood distribution need not be Gaussian, depe
ing on the range of the parameter fit, the intrinsic shape
the spectrum and the resolution function. This is particula
true for spectra with a sharp edge like the Jacobian pea
the distributions considered here. Both quadratic and cu
polynomial fits were performed to the log-likelihood. Th
differences were small and for all results presented here,
values from the quadratic fit are quoted.

Any Monte Carlo-based fitting procedure should satis
the requirements that, if the procedure is applied to an
semble of Monte Carlo generated data samples, it returns
input values with which the events were generated and,
ondly, that the rms spread of the values for the fitted para
eter be consistent with the mean statistical uncertainty of
fit to each individual data sample. This was done for
ensemble of 125 generated data samples of 8000 ev
each. The average statistical error for each of the three
ferent W boson mass fits is:d(MT)5130, d(pT

e)5183 and
d(pT

n)5248 MeV/c2, respectively. The average fitted ma
values are MW(MT)580.41060.013, MW(pT

e)580.398
60.017 and MW(pT

n)580.42060.021 GeV/c2, in good
agreement with the input value of 80.400 GeV/c2 within the
statistical accuracy of the generated templates. They are
sistent with the rms spread of the distribution of the fi
ted masses, rms(MT)514569, rms(pT

e)5188612 and
rms(pT

n)5237615 MeV/c2, respectively. Figure 34 show
the distribution of fitted mass values and fit uncertainty
W bosons as obtained from a fit to the transverse mass
this ensemble.

As discussed in the previous section, backgrounds w

FIG. 29. Distribution of the meanui versuspT
W from W→en

decays~points! compared to the simulation~* !.
2-27
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not included in the event simulation. Their effect on the m
determination was taken into account through inclusion
the shape of the background spectrum in the likelihood
tributions. The background was properly normalized to
expected background fraction in the relevant fitting ran
All results were corrected for backgrounds.

A. Results ofZ boson mass fits

The dielectron invariant mass spectrum for the cent
central~CC-CC! event topology, with the corresponding be
fit of the templates to the data, is shown in Fig. 35. T
events in the mass range 70,mee,110 GeV/c2 were used
to extract theZ boson mass. The final fittedZ boson mass for
events which require both electrons in the central calorim
is

MZ591.07060.170 GeV/c2. ~49!

The error is statistical only. Figure 35 also shows the rela
likelihood distribution and signedAx2 of the fit for central-
central electrons.

B. Results ofW boson mass fits

The W boson mass was obtained from fits to the tra
verse mass of theW boson,MT ~Fig. 36!, the electronpT
~Fig. 37! and the neutrinopT spectrum~Fig. 38!. The trans-
verse mass fit was performed over the range 60,MT,90

FIG. 30. Comparison of theui distribution fromW→en events
~points! and the Monte Carlo simulation~histogram!.

FIG. 31. Comparison of theu' distribution fromW→en events
~points! and the Monte Carlo simulation~histogram!.
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GeV/c2, which contains 5982 events. Placing the lower ed
at 60 GeV/c2 removed most of the QCD background. Sin
the probability for finding events in the very high transver
mass tail was small, relatively small fluctuations in the nu
ber of observed high transverse mass events can significa
affect the fitted mass. Given that the high transverse mass

FIG. 32. Comparison of the electron energy distribution fro
Z→ee events~points! and the simulation~histogram!.

FIG. 33. Comparison between theZ boson transverse momen
tum distribution as measured from the recoil system inZ→ee
events~points! and the simulation~histogram!.
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FIG. 34. Distribution of~a! the fitted masses and~b! the fit uncertainties from fits to the transverse mass distributions for an ensem
125 Monte Carlo generated data samples of 8000W→en decays.
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of the QCD background was rather poorly known, a highMT
cut of 90 GeV/c2 was also imposed. A transverse mome
tum range of 30 to 45 GeV/c was used for fits to the trans
verse momentum spectra. There were 5520 events in th
ting range for the electron transverse momentum spect
and 5457 events for the neutrino transverse momentum s
trum. It should be noted that the fitting windows were plac
on ‘‘uncorrected’’ energies, that is, electron energies wh
had not been scaled as described in Sec. IV.

The final fitted masses from the three spectra are

MW~MT!580.35060.140 GeV/c2 ~50!

MW~pT
e!580.30060.190 GeV/c2 ~51!

MW~PT
n !580.04560.260 GeV/c2. ~52!

The errors are again statistical only. Note that theW boson
mass determination using the transverse mass is the
precise. After taking into account the small offset, whi
resulted in a change of theW boson mass of 5 MeV/c2 as
described in Sec. IV A, the measured mass ratio is

MW /MZ50.8811460.00154 ~53!

where the error is statistical only.

VII. SYSTEMATIC SHIFTS AND UNCERTAINTIES

In this analysis, theW boson mass was obtained from a
to the spectrum in transverse mass defined in Eq.~12!. TheZ
boson mass was obtained from a fit to the spectrum in
variant mass of the two electrons, defined in Eq.~10!. In this
section the uncertainties in the measured masses that c
arise from mismeasurements of the terms in these equa
are described. Note that the errors quoted will be those
the measuredW boson mass which is extracted from th
ratio of the fittedW boson andZ boson masses; correlation
between the two masses have been taken into account.

Unless otherwise noted, the determinations of the shift
mass due to the various uncertainties have been obta
01200
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fit-
m
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d
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through Monte Carlo studies and are labeled ‘‘Monte Carl
in the tables. In these studies, high statistics Monte Ca
event samples were generated with the parameter in que
varied within its allowed range. These samples were then
to the templates with the nominal settings to determine
systematic error. The errors on these shifts reflect the st
tical error on the simulation. The sensitivity,]MW /]P,
where P is the parameter that has been varied, was de
mined from a linear fit to the shifts in mass over a repres
tative range around the nominal value of the parameter. V
ues in the tables labeled ‘‘Data’’ are the shifts in mass wh
the data are fit to a template in which one of the parame
deviates from its preferred value, with the others unchang
No error is quoted for these data shifts, since it would
meaningless.

A. Electron energy scale uncertainty

As discussed in Sec. IV A, many systematic effects due
the calorimeter scale which are common to the measurem
of both the W and Z bosons cancel in the ratio of the
masses. However, there are small effects that can bias
measuredZ boson mass in ways which do not cancel in t
ratio, MW /MZ , and they are discussed in the next sectio

1. Uncertainties in MZ

The first source of a possible bias in theZ boson mass
measurement is the background under theZ boson reso-
nance. The nominal multi-jet background in theZ→ee
sample and the Drell-Yan contribution caused a shift in
reconstructedZ boson mass of139612 MeV/c2. The un-
certainty on this correction has been estimated by varying
slope of the background which resulted in a change in
overall background level from 3.2% to 8.2%. Such a var
tion in the background results in a variation of 20 MeV/c2 in
MZ , which was taken to be the systematic uncertainty on
Z boson mass from the background contribution. Other
certainties arose due to parton distribution functions, rad
tive corrections, and a small fitting error. Among these,
change in parton luminosity for the different parton dist
2-29
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FIG. 35. ~a! The central dielectron invariant mass distribution forZ events~points! and the best fit of the simulation~histogram!, ~b! the
corresponding relative log-likelihood distribution and~c! signedAx2 distribution.
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bution functions was most significant. Varying the part
luminosity slopeb within the range given by the variou
parton distribution functions considered in this analys
1.03031022,b,1.11331022, along with the other effects
results in an overall 35 MeV/c2 uncertainty in theZ boson
mass.

2. Total MW uncertainty due to electron scale

As was noted in Sec. IV A, the largest contribution to t
overall scale uncertainty was due to the number ofZ boson
events. This statistical component was 150 MeV/c2. In ad-
dition, the uncertainty due to the possible nonlinearity in
calorimeter response as determined by the combinedmJ/c ,
mp0, and MZ analysis~related to the uncertainty ind! was
assigned as 25 MeV/c2. Combining these in quadrature wit
the systematic uncertainties just discussed resulted in
overall scale uncertainty assignment which is rounded u
160 MeV/c2.
01200
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B. Uniformity of electron energy response uncertainty

The data were corrected for the observed azimuthal va
tions in energy response of the different calorimeter m
ules, reducing the error from this source to a negligible lev
Any residual non-uniformity in response was taken into a
count through the constant term in the energy resolution

A non-uniform response inh, however, can introduce a
bias in the mass determination, arising from the fact that
kinematic distribution of electrons fromZ boson decays dif-
fers from that inW boson decays. The electrons fromZ
boson decays have a different averageh than the electrons
from W boson decays, even when event samples are v
large. Moreover, a non-uniformity can distort the different
distributions. A possibleh dependence of the calorimete
response will thus not cancel in the ratio of the two mass

To address this, the response of the differenth regions of
the detector were scaled in the Monte Carlo with respec
2-30
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FIG. 36. ~a! The transverse mass distribution forW events~points! and the best fit of the simulation~histogram!, ~b! the corresponding
relative log-likelihood distribution and~c! signedAx2 distribution.
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the nominal uniform response. Two sets of scale fact
were used, corresponding to the response of two EM m
ules measured in the 1991 test beam. These scale fa
were applied in discrete steps inh, following the read-out
geometry of the calorimeter, and varied from 0.985 to 1.0
over the central pseudorapidity range. The observed shif
fitted mass are listed in Table VI. Assuming theh response
of the test beam modules typified the variation in uniformi
a systematic uncertainty on theW boson mass from the
transverse mass fit of 10 MeV/c2 was assigned due to thi
uncertainty.

C. Electron energy resolution uncertainty

The electron energy resolution in the central calorime
was parametrized as discussed in Sec. IV C 3. Most eff
which degrade the resolution affected the resolution func
constant term. For example, spatial non-uniformities in
01200
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ors

3
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,

r
ts
n
e

detector response and electronics gain variations contrib
to the constant. The sampling term varies very little, fro
1.9–2.4 %, as the electronpT is varied over the range 30–4
GeV/c. Therefore changing only the constant term and n
ing the change in theW boson mass was sufficient to accom
modate most sources of uncertainty in the energy resolut

To study the dependence of theW boson mass on the
resolution, the constant term was varied in the Monte Ca
simulation. TheW boson mass increases if a resoluti
smaller than actually exists in the data is used in the Mo
Carlo simulation. Better resolution in the Monte Carlo resu
in a sharper Jacobian edge and the fitted mass shifts up
to accommodate the larger resolution tail in the data. T
transverse mass distribution was most sensitive, since
Jacobian edge was best preserved. For thepT spectra the
edge is smeared, due in part to the transverse boost of thW
boson. Table VII lists the changes inW boson mass for all
three fits when varying the constant term by 0.5% from
2-31
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FIG. 37. ~a! The electron transverse momentum distribution forW events~points! and the best fit of the simulation~histogram!, ~b! the
corresponding relative log-likelihood distribution and~c! signedAx2 distribution.
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nominal value of 1.5%. An uncertainty in the measuredW
boson mass for the transverse mass fit of 70 MeV/c2 was
assigned according to this variation.

D. Electron angle uncertainty

The electron polar angle is defined by the position of
electromagnetic cluster in the calorimeter and the position
the cog of the CDC track. Recall from Eq.~18! in Sec. III
that a scale factor,aCDC, was applied during the data anal
sis to correct the bias in thez position of thecogof the CDC
track. The uncertainty in theW boson mass due to the un
certainty inaCDC has been determined by applying varyin
scale factors to thez position of the CDCcog in theW boson
and Z boson data and fitting to the standard templates.
01200
e
f

y

varying the CDC scale factor around the nominal va
within its tolerance of 0.002 for theW boson andZ boson
data sample simultaneously, the uncertainty on theW boson
mass was determined to be 50 MeV/c2.

E. Hadronic energy scale uncertainty

The energy scale of the vectorsuW T andpW T
rec , which both

include hadronic energy, was not the same as the scal
pW T

e , which contains only electromagnetic energy and w
calibrated by theZ boson mass. The relative hadronic
electromagnetic energy scale is set usingZ boson events and
the scale obtained isk50.8360.04. The sensitivity of the
measuredW boson mass was obtained by varying the va
of k within its uncertainty in the Monte Carlo generation
2-32
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FIG. 38. ~a! The neutrino transverse momentum distribution forW events~points! and the best fit of the simulation~histogram!, ~b! the
corresponding relative log-likelihood distribution and~c! signedAx2 distribution.
a
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m
m

rgy
nc-
the templates. The 0.04 variation in hadronic energy sc
produced a 50 MeV/c2 uncertainty on theW boson mass
from the transverse mass fit, where an increase in
scale factor resulted in an increase of the measuredW boson
mass. Table VIII lists the change inW boson mass when
01200
le

e

varying the hadronic energy scale factor by 0.04 fro
its nominal value for all three fits. The mass obtained fro
the pT

e fit was affected by a change in the hadron ene
scale through the electron identification efficiency as fu
tion of ui .
TABLE VI. Change inW and Z boson masses in MeV/c2 if a non-uniform calorimeterh response is
assumed, bracketed by the variations observed for two EM modules exposed in a test beam.

h response
DMW

MT fit (MeV/c2)
DMW

pT
e fit (MeV/c2)

DMW

pT
n fit (MeV/c2)

DMZ

mee fit (MeV/c2)

Module A 26616 27622 249630 2266
Module B 15616 215622 226630 2866
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F. Hadron energy resolution uncertainty

The resolution inpT
W had two components: the energ

resolution of the recoil jet which is aligned with the reco
direction@49#, and the underlying event vectoruW T which was
randomly oriented with respect to the recoil. In the Mon
Carlo the recoil momentumpW T

rec was simulated by assumin
it is a jet with resolutionshad /E580%/AE as discussed
above. All of the uncertainty due to this quantity was p
sumed to be accounted for through variations in the samp
term alone. The second contribution, that fromuW T , domi-
nated the overall resolution inpT

W . It was obtained directly
from the experiment using minimum bias events chosen
the proper luminosity to simulate the underlying event.

The data constrained the number of minimum bias eve
to Nmin. bias50.9860.06. The nominal value used in th
simulation was 1.0. The change inW boson mass for variou
values of the number of underlying events is listed in Ta
IX. This includes the effect of resolution broadening and
neutrino scale shift which results from changinguW T . The
application of the randomly oriented underlying event h
the effect of adding an azimuthally symmetric componen
the overall resolution for the total hadron energy vector. T
systematic uncertainty on the measuredW boson mass due to
the uncertainty on the number of minimum bias events is
MeV/c2 for the transverse mass fit.

The mass determined from thepT
e spectrum was, within

errors, not affected by the hadron energy resolution. TheW
boson mass determined from the other two spectra wo
increase if a smaller average number of minimum bias ev
underlying theW boson were used in the Monte Carlo sin
the resolution improves.

TABLE VII. Uncertainty on theW boson mass in MeV/c2 due
to a change in the constant term of the electromagnetic en
resolution by 0.5%. The upper numbers correspond to the lo
constant term.

Fitted spectrum

Monte Carlo
DMW

(MeV/c2)

Sensitivity

]MW

]C SMeV/c2

% D
Data
DMW

(MeV/c2)

MT 244
158617 2112619 244

143

pT
e

28
144622 254614 227

111

pT
n

220
164630 256619 25

147

TABLE VIII. Uncertainty on theW boson mass due to th
change inpT

W scale by 0.04. The upper numbers are the chang
mass when thepT

W scale factor increases and the hadronic respo
is closer to the electromagnetic response.

Fitted spectrum

Monte Carlo
DMW

(MeV/c2)

Sensitivity

]MW

]k SMeV/c2

0.01 D
Data
DMW

(MeV/c2)

MT 273
155617 112.161.3 280

142

pT
e

229
138623 16.761.7 238

14

pT
n

194
2161630 230.362.5 1100

2125
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The jet energy resolution also contributed to the unc
tainty attributed to the overall hadronic energy resolutio
Varying the sampling term in the jet energy resolution fro
0.6 to 1.0 changes theW boson mass by 65 MeV/c2, which
was taken to be the systematic error due to this source. T
X lists the change in the mass from the different fits wh
varying the sampling term of the hadronic energy resoluti

G. Energy under the electron uncertainty

The measured electron energy not only consisted of
electron energy itself, smeared by the detector resolution,
also included a contribution from the underlying event.
addition, there was a bias in the electron energy due to z
suppression in the readout electronics. Following the disc
sion in Sec. V C the measured electronpT was modeled as a
combination of four terms,pW T

e , uW Tzs

e , uW T
25, and uW Tzs

ue . The

additional contributions to the electron energy point, to
good approximation, along the electron direction with t
magnitude of 207 MeV. The uncertainty on this has be
estimated to be approximately 50 MeV. The measured n
trino momentum can be written in two equivalent ways:

E”W T52pW T
rec2mpW T

e2@uW T2uW T
25#52pW T

rec2pW T
e2uW T2uW Tzs

.
~54!

Using the second equation, the total recoil momentum
the total underlying energy enter in the calculation of t
neutrino momentum. Both were well determined by theW
boson andZ boson data. Using this approach, the over
uncertainty derived from the measured electron energy
manner which did not completely cancel in the ra
MW /MZ . The zero suppression correction here was qu

gy
er

in
e

TABLE IX. Uncertainty on theW boson mass due to a chang
by 0.1 in the number of minimum bias events underlying theW
event. The upper numbers are the change in mass for a hi
average number of minimum bias events.

Fitted spectrum

Monte Carlo
DMW

(MeV/c2)

Sensitivity

]MW

]# min.bias S MeV/c2

0.1 D
Data
DMW

(MeV/c2)

MT 1121
2105617 211765 1201

2253

pT
e

129
214623 220.067.0 19

255

pT
n

1318
2245630 2286614 1554

2535

TABLE X. Uncertainty on theW boson mass due to the chang
in the sampling term of the hadronic energy resolution by 0.2. T
upper numbers are the change in mass for a larger resolution.

Fitted spectrum

Monte Carlo
DMW

(MeV/c2)

Sensitivity

]MW

]S SMeV/c2

10% D
Data
DMW

(MeV/c2)

MT 152
274617 231.566.0 131

252

pT
e

28
12623 22.567.8 226

24

pT
n

258
195630 238.3611.0 132

287
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DETERMINATION OF THE MASS OF THEW BOSON . . . PHYSICAL REVIEW D 58 012002
small, since it contributed to the neutrino and theW boson
electron, as well as the twoZ boson electrons.

Using the first equation the measured electron energy
peared in both the measured neutrino momentum and
measured electron momentum forW boson decays and in
both electrons forZ boson decays. The correction to th
electron energy then canceled completely in the ratio of
W boson andZ boson masses. What is important is ho
much of the underlying energy andW boson recoil energy
should be excluded from the event for thepW T

rec determina-
tion, because it was inside the electron cone. The met
used to determine the uncertainty on theW boson mass from
the contribution due to energy under the electron follow
this approach.

Three effects were identified that contribute to this unc
tainty. Figure 39 shows the average transverse energy flo
an EM tower plus the first FH layer versus tower index (i h

e).
It is seen that the energy flow was constant inh within 0.5
MeV for the central calorimeter. In the Monte Carlo a un
form ET distribution was assumed and the deviation of a
distribution from that shaped like the data contributed
uncertainty of approximately 20 MeV/c2 on the W boson
mass.

The second source of uncertainty stems from the fact
the underlying energy inW boson events was measured to
16.8 MeV per tower in the EM plus FH1 layers, where
minimum bias events yielded 15.3 MeV. In the Monte Ca
an energy flow of 16.8 MeV was assumed. This difference
1.5 MeV, most likely due to the presence of theW boson
recoil, was treated as an uncertainty on the mass whic
equal to (2531.5)/2.20 MeV/c2.

The third source is due to the uncertainty on the num
of towers to be excluded from theET of the underlying
event. In the Monte Carlo, a region of 535525 towers was

FIG. 39. Average transverse energy flow per electron clu
tower as a function ofh measured from minimum bias events.
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excluded. In the data, the number of towers used by
electron in the clustering algorithm varied event by eve
This uncertainty on theW boson mass was evaluated b
repeating the analysis using another electron clustering a
rithm that removed this error completely~see Sec. VIII B!.
The difference inW boson mass between the two electr
clustering approaches led to a 20 MeV/c2 uncertainty due to
this effect. These three uncertainties were summed
quadrature to obtain the total uncertainty on theW boson
mass of 35 MeV/c2 due to the uncertainty in the energy flo
underlying the electron.

H. Production model uncertainty

In the generation of theW boson andZ boson events a
theoretical model for the vector boson transverse momen
and rapidity spectrum was used. This production model
an uncertainty associated with it which led to an uncertai
in the measuredW boson mass. Since parton distributio
and the spectrum inpT

W are correlated, this correlation wa
addressed in the determination of its uncertainty on theW
boson mass. To constrain the production model, both
measuredpT

Z spectrum as well as the published CDFW bo-
son charge asymmetry data@50# were used.

The parton distribution functions were constrained by
CDF measuredW boson charge asymmetry data. To acco
modate the variation allowed by the asymmetry data while
the same time utilizing the available data from all other e
periments, new parametrizations of the CTEQ3M parton d
tribution function were obtained@51#. The fit used to obtain
these parametrizations included the CDFW boson asymme-
try data with all data points moved coherently up or down
one standard deviation. These parametrizations will be
ferred to in the following as ‘‘asymmetry high’’ and ‘‘asym
metry low,’’ respectively. Figure 40 shows the relativ
change in the theoreticalpT

Z spectrum for these new param
etrizations of the CTEQ3M parton distribution function wi
respect to the nominal spectrum.

The pT spectra of the vector bosons were most sensi
to variations in the parameterg2 , which describes theQ2

dependence of the parametrization of the non-perturba
functions~see Appendix A!. Figure 41~a! shows the change
in the pT

Z spectrum when the parameterg2 is varied signifi-
cantly from its nominal value. Note that for lowpT , the
cross section varies by approximately a factor of two. Fig
41~b! shows the constraint ong2 by the Z boson data as
given by a simplex2 test. For the estimate of the uncertain
on the W boson mass, the range forg2 was limited to
22s,g2,4s, which are conservative bounds in agre
ment with theZ boson data.

To assess the uncertainty due to parton distribution fu
tions andpT

W input spectrum, the change inW boson mass
was noted when varying both the parton distribution fun
tion, as determined by varying the measuredW boson charge
asymmetry, and theg2 parameter simultaneously. The resu
of the change inW boson mass are listed in Table XI. A tota
error on theW boson mass of 65 MeV/c2 has been assigne
due to the uncertainty on the parton distribution functio
and the inputpT

W spectrum.

r
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The change inW boson mass obtained from high statisti
Monte Carlo studies for different parton distribution fun
tions, compared to the nominal MRSA parton distributi
function is shown in Table XII. An uncertainty of 5
MeV/c2 in the measuredW boson mass could be attribute
to the choice of parton distribution function. Note that th
uncertainty is only listed for completeness. The more con
vative estimate, varying both the parton distribution fun
tions and thepT

W spectrum simultaneously, was taken as
final uncertainty due to these sources.

FIG. 40. Ratio of predicted differential cross section inpT
Z and

the nominal cross section for new parametrizations of the CTEQ
parton distribution function.
01200
r-
-
e

Finally, the finite width of theW boson was taken a
2.160.1 GeV and the effect on theW boson mass due to it
uncertainty was found to be 20 MeV/c2.

I. Background uncertainty

The presence of background caused a bias in the dete
nation of the mass. The shift in mass has been determine
including the nominal background spectra in the likeliho
templates. Systematic uncertainties arose due to the un
tainty on the overall background contribution and the sha
of the background spectrum.

The QCD multi-jet background contribution to the sign
sample is (1.660.8)%. The contribution ofZ→ee, in which
one electron is not identified, is (0.4360.05)%. The pres-
ence of these backgrounds introduced a shift in measu
mass of133 MeV/c2 and14 MeV/c2, respectively, for the
transverse mass fit. The background levels have been va
within the quoted uncertainties. The shape of the QCD mu
jet background for the transverse mass distribution was
ied as shown by the curves labeled ‘‘excursions’’ in Fig. 4
Similarly, the shape of theZ→ee background was varied
The total systematic uncertainty onMW due to the variations
in the QCD andZ→ee background is 30 MeV/c2 and 15
MeV/c2, respectively. An overall uncertainty of 35 MeV/c2

has been assigned to the uncertainty in the background.

J. Radiative decay uncertainty

The parameters used in the modeling of radiative dec
were the minimum separation between the electron and p
ton for the photon to retain its identityReg and the minimum
energy of the radiated photonEg

min . The uncertainty in the
value of these parameters led to an uncertainty in the m
suredW boson mass. Uncertainties can also arise from in
ficiencies caused by the photon affecting the electron sho

M

FIG. 41. ~a! Ratio of predicted differential cross section inpT
Z and the nominal cross section versuspT

Z when the parameterg2 is varied
by multiple standard deviations from its nominal value in the Ladinsky-Yuan prediction and~b! the distribution inx2 for a comparison
between data and Monte Carlo of thepT

Z spectrum versus the variation ofg2 in units of its standard deviation.
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TABLE XI. Shift in the W boson mass in MeV/c2 when using different parametrizations of the part
distribution functions andpT

W spectrum. There is a statistical uncertainty of 17, 24 and 31 MeV/c2 on each
value for theMT , pT

e andpT
n fit, respectively.

PDF ~CTEQ3M!
g222s

DMW (MeV/c2)
g2

DMW (MeV/c2)
g212s

DMW (MeV/c2)
g214s

DMW (MeV/c2) Fit

CDF Asym. high 132 114 150 111 MT

CDF Asym. nominal 214 0 237 230 MT

CDF Asym. low 255 267 269 265 MT

CDF Asym. high 1125 151 136 260 pT
e

CDF Asym. nominal 145 0 293 2137 pT
e

CDF Asym. low 248 2127 2169 2197 pT
e

CDF Asym. high 164 180 177 217 pT
n

CDF Asym. nominal 140 0 243 278 pT
n

CDF Asym. low 264 269 2141 2121 pT
n
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shape, the effect of upstream material on the energy m
surement of photons and from theoretical uncertainties.

The electron photon separation parameterReg was varied
by 60.1 from its nominal value of 0.3 and the effect on t
W boson mass was noted. From this, an uncertainty of
MeV on MW was determined. In a second independ
analysis the correlation between the effect of a photon on
isolation as well as the topological requirements was ta
into account through a full detector simulation. The fou
vectors of the decay products from radiative decay eve
were input to theGEANT simulation. The events, processe
using the standard reconstruction algorithms, were then
jected to the same selection criteria as the data and elec
identification efficiencies were determined as a function
ET

g andReg . Modeling the resulting variation of the efficien
cies determined in this fashion in the Monte Carlo led, aga
01200
a-

0
t
e
n

-
ts

b-
on
f

,

to an uncertainty on theW boson mass of 10 MeV/c2 which
is the same as that found in the other method.

The dependence ofMW on Eg
min was negligible. The

choice ofEg
min550 MeV was sufficiently low that within the

accuracy of the measurement it was insensitive to this
rameter.

In the modeling of radiative decays, only orderaEM cor-
rections to the lowest order diagrams have been consid
and processes in which two or more photons are radia
have been ignored. Also, initial state radiation and finite le
ton masses were not included in the calculation. This eff
has been estimated to be 10 MeV/c2 and confirmed by a
recent theoretical calculation@52#.

Since the effect of radiative decays was large and chan
theW boson andZ boson masses in a way that did not can
in the ratio, it was important to also evaluate the effect wh
parton

TABLE XII. Change in theW and Z boson masses in MeV/c2 with varying parametrizations of the

structure of the proton. Amounts quoted are relative to the MRSA fit. The asterisk indicates those
distribution functions considered obsolete for this analysis.

PDF
DMW

MT fit (MeV/c2)
DMW

pT
e fit (MeV/c2)

DMW

pT
n fit (MeV/c2)

MRSA — — —
MRSB(* ) 290619 2196624 286634
MRSE(* ) 2136619 2168624 2198634
HMRSB(* ) 2157619 2280624 2204634
KMRSB0(* ) 2175619 2238624 2244634
MRSD08 274619 2109624 226634
MRSD8- 231619 29624 18634
MRSH 230619 247624 270634
MTB1(* ) 2135619 2260624 2144634
CTEQ1MS(* ) 229619 2109624 21634
CTEQ2M 120619 11624 153634
CTEQ2MS 0619 226624 162634
CTEQ2MF 259619 2112624 284634
CTEQ2ML 129619 119624 157634
CTEQ3M 231619 275624 2102634
GRVH0 247619 288624 250634
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B. ABBOTT et al. PHYSICAL REVIEW D 58 012002
the photon is produced by bremsstrahlung in the central
tector. For the photon to have an effect on the measureW
boson mass, it must be separated from the electron in~h,w!
space by at leastR50.2.

The probability for radiating a photon is very strong
peaked at small angles~see Appendix B!, with very little
dependence on the fraction of the electron’s energy car
by the photon@53#. The photon never separates from t
electron beyond a cone of 0.2 by radiation alone and th
fore external bremsstrahlung has no effect on theW boson
mass.

As shown in Appendix B, the electron and photon c
also separate if the electron undergoes multiple scatte
through a large angle. The angles resulting from multi
scattering are generally larger than those produced in
radiation itself, particularly when the electron is low in e
ergy. In spite of the possibly large angles between the e
tron and the photon, the probability for this to occur is ne
ligible and it can safely be concluded that bremsstrahlu
and multiple scattering have no effect on the measuredW
boson mass.

A last issue regarding radiation is the energy loss by i
ization and by radiative processes where, for example,
electron radiates a photon that does not reach the calorim
but produces ane1e2 pair that loses energy bydE/dx.
These processes affect theW boson andZ boson mass and
produce an offset in the energy scale, which was include
the energy scale determination. Small offsets produced
this way cancel to first order in the mean of the ratio of t
W boson toZ boson masses, since the energy is lost to b
the neutrino and the electron in eachW boson event in which
it occurs. InZ boson events only one electron loses the

FIG. 42. The measured multi-jet background distribution ver
MT from the data~open crosses!. The allowed variations in the
shape of the transverse mass spectrum~dotted lines! are shown. The
solid line indicates the nominal background distribution.
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ergy but the probability of such loss is twice as large. Us
a GEANT simulation, a study of the effect of upstream ma
rial on the photon energy response was carried out. The p
ton response observed in theGEANT simulation was consis-
tent with the response measuredin situ, as described in Sec
IV A. Notably, the offset in response was found to be co
sistent with thein situ measurement. Combining all effec
an overall systematic uncertainty of 20 MeV/c2 was as-
signed toMW due to radiative effects.

K. Efficiency and bias uncertainties

1. Trigger efficiencies

The effect of the uncertainty in the trigger efficiency h
been studied by varying the nominal trigger efficiency dis
butions in the Monte Carlo within the range determined
the data. This resulted in an uncertainty on theW boson mass
of 20, 20 and 60 MeV/c2 from the MT , pT

e and pT
n fits,

respectively. In addition, theW boson mass was determine
from a data sample that did not have theE” T requirement
imposed at the trigger level. The resulting fitted value w
different from that using the standard trigger by229626
MeV/c2. The fitted mass from this sample was consist
with the nominal fit result within the statistical uncertaint
taking into account the large overlap between the two d
samples.

2. Efficiency as a function of ui

The transverse mass is relatively uncorrelated with
uncertainty inui , unlike the fits to the lepton transvers
momentum spectra, which are very sensitive to this e
ciency. The nominal variation in the electron identificatio
efficiency encompasses the band shown in Fig. 16. The
sults of large statistics Monte Carlo data samples gener
with the nominal variations of the efficiency are given
Table XIII. Also listed are the results of the change in ma
when fitting the data to templates generated with the diff
ent efficiencies. It is seen that the Monte Carlo studies
the data exhibit the same behavior. The corresponding e
tron identification uncertainty on theW boson mass is 20, 70
and 115 MeV/c2 from theMT , pT

e andpT
n fits, respectively.

L. Error in the fitting procedure

TheW boson mass was obtained from an unbinned ma
mum likelihood fit in which the data were fit to transver

s

TABLE XIII. Uncertainty on theW boson mass due to unce
tainty on the electron identification efficiency as a function of t
quantityui . The upper numbers are the change in mass when
overall efficiency decreases.

Fitted spectrum
Monte Carlo

DMW (MeV/c2)
Data

DMW (MeV/c2)

MT 29
137617 213

12

pT
e

152
246623 141

263

pT
n

2143
1124630 295

1136
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TABLE XIV. Summary of systematic errors on theW boson mass from the three mass fits. Those err
that are strongly correlated with the measuredZ boson mass are indicated by an asterisk.

Source Variation used

s(MW)
MT fit

(MeV/c2)

s(MW)
pT

e fit
(MeV/c2)

s(MW)
pT

n fit
(MeV/c2)

Statistical 140 190 260
Energy scale 160 160 160
Other systematic errors 165 180 305
EM energy resolution C5(1.521.5

10.6) 70 35 35
CDC z scale(* ) a5(0.98860.002) 50 55 55
Hadronic energy resolution Shad50.860.2 65 5 80
Underlying event(* ) ET

Tower5(16.861.5) MeV 35 35 35
GW GW5(2.160.1) GeV 20 20 20
Hadronic energy scale ahad5(0.8360.04) 50 30 120
Number of minimum bias events (1.060.06) 60 10 150
QCD background (1.660.8)% 30 35 35
Z→ee background (0.4360.05)% 15 20 20
Electron ID efficiency parametrization 20 70 115
Radiative decays Eg

min ,Reg ,x2 20 40 40
pT(W), pdf pT(W) variation 65 130 130
Trigger efficiency efficiency spread 20 20 60
Non-uniformity in h test beam 10 10 25
Fitting error 5 10 10
Total 275 315 435
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mass spectra which were generated for 21 different value
the W boson mass. The log-likelihood values for the diffe
ent vector boson masses were fit to a parabola and the m
mum was taken to be the fitted mass value. A decreas
half a unit in the log-likelihood was the one standard dev
tion statistical error. The likelihood distribution need not
Gaussian, depending on the range of the parameter fit,
intrinsic shape of the spectrum and the resolution functi
The resulting log-likelihood curve was then non-quadra
In addition, there will be fluctuations in the log-likelihoo
reflecting the Monte Carlo statistics. In order to determ
the uncertainty, the fitting was redone with a cubic polyn
mial parametrization and the mass spacing was altered.
led to the assignment of 5 MeV/c2 for the uncertainty due to
the MT fitting procedure.

M. Results of systematic errors

The systematic errors on theW boson mass as obtaine
from the transverse mass, electron transverse momentum
neutrino transverse momentum are summarized in Ta
XIV. The measured mass results from this analysis are

MW~MT!580.35060.14060.16560.160 GeV/c2;

MW~pT
e!580.30060.19060.18060.160 GeV/c2;

MW~pT
n !580.04560.26060.30560.160 GeV/c2;

and from the transverse mass analysis,

MW /MZ50.8811460.0015460.0018160.00175.
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In each result, the first uncertainty is due to statistics,
second is due to systematic effects, and the third is due to
electron energy scale determination.

VIII. CONSISTENCY CHECKS

To verify the stability of theW boson mass result, con
sistency checks have been performed in which theW boson
mass is determined from various modified data samp
These samples include those in which the fitting window w
varied, additional selection criteria were applied, and a d
ferent electron clustering algorithm was used. Fully overla
ping data samples were used to check the consistency o
results obtained from fits to thepT

e and pT
n spectra. Also,

two-dimensional fits were done to check the consistency
parameters used in the Monte Carlo simulation.

In general, the data sample was reduced or enlarge
these consistency studies. There was a large overlap betw
the original data sample and the samples used to verify
result. In order to quantify this verification, define the ma
from the original data sampleMW

nom, and that from the
sample used in the verificationMW

con. Then the estimator of
the independent statistical error on the difference in the
results that were used iss(MW

nom2MW
con)5sAN2 /N1. Here

s is the statistical error on the original data sample, cons
ing of N11N2 events. The sample used for the consisten
check containedN1 events. This is the error that is quoted f
the difference in mass for the consistency checks.

A. Additional selection and fitting criteria

To investigate the effect of multiple interactions, even
were selected with low hit multiplicity and a narrow tim
2-39
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distribution in the small-angle scintillation counters~see Sec.
II D !. This yielded a sample in which approximately 77
were single interaction events. Also events with one and o
one reconstructed event vertex and with only one track fr
the central detector in the electron road were selected.
latter cut removed mainly events with a random track fro
the underlying event. The change in fittedW boson mass
from the transverse mass spectrum, with respect to the n
nal mass value for each of these cross checks, is liste
Table XV. Note that the errors are statistical only. Any sy
tematic error on the shifts is not included.

To test the event modeling, thepT
W cut was tightened to 10

GeV/c and the result is listed in Table XV. When requirin
pT

W to be less than 10 GeV/c, there is an additional uncer
tainty due to the error on the hadronic energy scale fa
and change in background contribution, which have not b
included in the error estimate.

Another important check of the event modeling is test
both the sensitivity and consistency of the result by track
the change in mass during the process of applying diffe
cuts. As an example, the first column in Table XVI lists t
change inW boson mass from the nominal fit whenui in the
data is required to be less than 10 GeV without modify
the templates. The change was rather dramatic for the m
from thepT

n spectrum. The second column lists the change
mass when the templates are made consistent with the
Even though theW boson mass is rather sensitive to the c
on ui , the fitted masses agreed well with the nominal valu
when data and Monte Carlo were treated consistently, in
cating that both thepT

W scale andui efficiency were modeled
correctly.

To check for any systematic bias in detector respon
event samples were selected with different fiducial requ
ments. ForW boson events theh range of the electron wa
restricted to electrons produced in the central region. FoZ

TABLE XV. Change in W mass from nominal for differen
subsamples of the data. Those subsamples for which the M
Carlo templates were not modified are indicated by an asteri* .
Errors are statistical only.

Data subsample DMW (MeV/c2)

One track in electron road(* ) 22654
One reconstructed event vertex(* ) 276676
Single interaction events(* ) 2107695
pT

W,10 GeV/c 2166690

TABLE XVI. Change inW mass from nominal when applying
cut onui of 10 GeV.

Fitted spectrum

DMW (MeV/c2)
Data, noui cut

MC, ui,10 GeV

DMW (MeV/c2)
Data,ui,10 GeV
MC, ui,10 GeV

MT 178 216
pT

e 2280 140
pT

n 1810 245
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boson events the restriction was placed on only one of
two electrons, ensuring that a variation in detector respo
to the electron inW boson events was tracked in an identic
manner inZ boson events. Table XVII lists the resulta
change in the ratio of masses. The errors on the change
again statistical errors only. The ratio, tabulated in Ta
XVII, was with respect to the normalized ratio for the nom
nal h range. The ratio of masses did not change within
rors. When the restriction was placed on both electrons iZ
boson events, the ratio also did not change but had a la
statistical uncertainty due to the significant loss of events

The variation in mass was also tracked when the nom
fitting range in transverse mass was varied. Figure 43 sh
the change inW boson mass when varying the lower an
upper edge of the fitting window for the fit to theMT distri-
bution. Changing the fitting window led to a negligible sy
tematic trend.

B. Modified electron clustering

Electron clusters were found by the reconstruction p
gram using a nearest neighbor clustering algorithm@32#. The
number of calorimeter towers included in the cluster w
dynamic and depended on the environment of the elect
This algorithm thus introduced an uncertainty on the amo
of underlying event energy included in the electron ene
cluster, and therefore an uncertainty on how much ene
was excluded from the underlying event for the calculat
of the pT

W . In the discussion in Sec. V C the energy assig
ments and the modeling of the underlying event are
scribed using a window algorithm for the reconstruction
the electron energy. The corrections necessary to trans
these results to the cluster algorithm then had to be dealt
properly. These ambiguities can be completely circumven
if a fixed electron definition is used. To verify the intern
consistency, theW boson mass was also determined usin
fixed size electron cluster.

The definition employed for the fixed size cluster is t
‘‘5 35 window algorithm.’’ In this procedure, the electro
energy was defined as the energy in the 25 towers in
region60.2 inh andw from the most energetic tower of th
electron cluster as found by the nearest neighbor algorit
Using the originalW→en data sample, the electron energi
were recalculated using the 535 window algorithm and the
pT

W was calculated with respect to the electron vertex,
cluding the 535 window occupied by the electron. The re
gion excluded from the underlying event for the calculati
of theE” T was thus exactly known for each event. Subjecti

te
TABLE XVII. The ratio of the W and Z boson masses whe

restricting theh range of the electron. The errors are the indep
dent statistical errors with respect to the nominal fitted mass.

h range R5
MW

MZ

uheu,1.0 1.000360.0005
uheu,0.8 1.001060.0012
uheu,0.6 1.001160.0019
2-40
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FIG. 43. Change in fittedW boson mass when varying the~a! upper and~b! lower edge of the fitting window from the fit to the transver
mass spectrum~points!. The horizontal bands indicate the 1s statistical error on the nominal fit.
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these events to the standard event selection criteria yie
7167 events, 7131 of which were in the nominal data sam
The fitted W boson mass obtained from this data samp
using the window algorithm to define the electron, was
MeV/c2 lower than when using the nearest neighbor al
rithm. As noted above, a systematic uncertainty on theW
boson mass of 20 MeV/c2 has been attributed due to th
difference in these two approaches and has been include
the underlying event uncertainty in Table XIV.

C. Fully overlapping data samples

The nominal fits to obtain theW boson mass were per
formed using events within a certain range either in tra
verse mass or in transverse momentum. These event sam
did not fully overlap. Fully overlapping event samples a
obtained when applying a fitting window in one variable a
then utilizing the full unrestricted spectra in the other tw
variables, using all events in this window. Figure 44 sho
the pT

e and pT
n spectra with only the requirement that 6

,MT,90 GeV/c2. The change inW boson mass obtaine
from a fit to these spectra is184655 MeV/c2 from the fit to
the pT

e spectrum and154681 MeV/c2 from fitting the pT
n
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spectrum. The errors on the shift in mass are the statis
errors due to the different number of events fit. Again, t
results are consistent with the nominal results for the fits
the transverse momentum spectra.

D. Two-dimensional fits

Two-dimensional fits were carried out to check the stab
ity and correctness of parameters used in the Monte C
simulation. The first two-dimensional fit was performed
the W boson mass and the constant term in the electron
ergy resolution. Rather than expressing the likelihood
terms of the constant term, which resulted in a very asy
metric likelihood distribution, it was expressed in terms
the energy resolution at an electronpT of 40 GeV/c

R40[AC21
S2

40
~55!

whereS andC are the coefficients of the sampling and co
stant term, respectively. The sampling term was taken to
0.13 and the constant term is varied. The error matrix for
fit in MW andR40 is:
0
FIG. 44. The~a! electron and~b! neutrino transverse momentum distribution for the events in the transverse mass window 6,MT

,90 GeV/c2 ~points!. The histograms are the best fits of the simulation.
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S 0.0243 20.0286

20.0286 0.1933D ~56!

with a correlation coefficient ofr520.4155. Figure 45
shows the contour inMW andR40 for a change of 0.5 units
in the log-likelihood. The values on the axes are with resp
to the central value of the fit. The fittedW boson mass was
higher by 26 MeV/c2 compared to the value obtained whe
the constant term in the energy resolution was fixed at 1.
in agreement with the nominal fit. The error on the ma
from the two-dimensional fit was 156 MeV/c2. For a fixed
value of the constant term the error would be 0.156A12r2

5142 MeV/c2, consistent with the nominal fit result. Th
fitted value for the resolution@see Fig. 46~a!# was R40
5(2.3460.440)% which, assuming a sampling term ofS
50.13, corresponded to a constant term ofC5(1.121.1

10.8)%.
This is again consistent with the result obtained from fitti
the width of theZ boson resonance from which the co
straint on the resolution is actually slightly tighter. The co
relation between theW boson mass andR40 was given by
r@s(MW)/s(R40)#52147 MeV/c2 per 1% change inR40,
which was also consistent within errors with the result o
tained in Sec. VII C and shown in Fig. 46~b!.

A two-dimensional fit was also performed in mass a
hadronic energy scale factork. The error matrix for this fit in
MW andk is

S 0.0250 0.0043

0.0043 0.003121D ~57!

with a correlation coefficient ofr50.457. Figure 47 shows
the ones contour inMW andk. The values on the axes ar
with respect to the central value of the fit. The fittedW boson
mass was lower by 7 MeV/c2 compared to the value ob
tained when thepT

W scale was fixed at 0.83, in agreeme
with the nominal fit. The error on the mass from the tw
dimensional fit is consistent with the nominal fit keeping t
hadronic energy scale factor fixed. The fitted value for
hadronic energy scale factor wask50.83460.056, consis-

FIG. 45. The 1s contour in the change inMW and the electron
energy resolution atpT

e540 GeV/c from fits of the simulation, in
which the constant term is allowed to vary, toW boson events.
01200
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tent with the result obtained from theZ boson data. The erro
is large because theW boson mass was not very sensitive
the hadronic energy scale. The correlation between theW
boson mass andk is given by r@s(MW)/s(k)#512.8
MeV/c2 per 1% change in scale factor. This is to be co
pared to the sensitivity of 12.1 MeV/c2 per 1% change in
scale factor obtained in Sec. IV B.

In conclusion, the mass values obtained for different s
samples of the nominal data sample were all consis

FIG. 46. From fits of the simulation, in which the constant te
is allowed to vary, toW events:~a! The relative likelihood versus
the electron energy resolution atpT

e540 GeV/c. ~b! The change in
the fittedW mass versus the electron energy resolution atpT

e540
GeV/c.

FIG. 47. The 1s contour in the change inMW and pT
W scale

from fits of the simulation, in which thepT
W scale factor is allowed

to vary, toW boson events.
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within the quoted statistical uncertainty. Moreover, wh
leaving crucial parameters in the event modeling as free
rameters in the fit, theW boson data preferred values fo
these parameters which were completely consistent w
those obtained from external constraints, a strong indica
of the stability of the result.

IX. CONCLUSION

A measurement of theW boson mass determined from th
transverse mass distribution using electrons in the cen
region of the D0” detector from the 1992–1993 Fermila
Tevatron running in 12.8 pb21 has been described. The d
termination ofMW was based on a ratio of the measuredW
boson andZ boson masses, normalized to the world avera
Z boson mass as determined by the LEP experiments.
measurement yielded aW boson mass value of

MW580.35060.14060.16560.160 GeV/c2

and has an uncertainty comparable to that of other re
measurements in a single channel. The first uncertaint
due to statistics, the second is due to systematic effects,
the third is due to the electron energy scale determinat
The 160 MeV/c2 uncertainty due to the uncertainty on th
absolute energy scale has a contribution of 150 MeV/c2 due
to the limitedZ boson statistics. The measured ratio of theW
boson andZ boson masses is

MW /MZ50.8811460.0015460.0018160.00175.

Here, the first uncertainty is due to statistics, the secon
due to systematic effects, and the third is due to the elec
energy scale determination.

Based on this measurement alone, the values forDr and
Dr res, as defined in Eqs.~7!, ~8!, were determined to be

Dr 50.037260.0160 and

Dr res520.023660.0170.

This measurement alone is thus sensitive to quantum co
tions in the standard model at the 2.3s level with evidence
for bosonic radiative corrections with a significance of 1.4s.

An averageW boson mass can be determined by comb
ing the current result with recent previous measureme
The measurements are weighted with their uncorrelated
certainties. The correlated uncertainty for the most rec
measurements is that due to proton structure as paramet
in global parton distribution function fits. For each measu
ment, the uncertainty due to the common effect is remo
to determine the uncorrelated error. Based on the UA2@12#
and most recent CDF publication@15#, the common uncer-
tainty is taken to be 85 MeV/c2, the largest of the individua
uncertainties due to the uncertainty on the structure of
proton. This procedure then yields a world averageW boson
mass ofMW580.3460.15 GeV/c2.

Figure 48~top! presents a comparison of the world’s d
rect determinations ofMW including this measurement an
the overallpp̄ world average. Also shown~band! is the stan-
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dard model prediction using the LEP data as calculated
the LEP Electroweak Working Group@19#. Figure 48~bot-
tom! shows the recently measured top quark mass@1# from
the D0” Collaboration versus the world averageW mass. The
top quark mass value used is

mt~D0!5172.065.1~stat!65.5~syst! GeV/c2 ~58!

which is from the combined measurement of the dilepton a
lepton plus jets channels. The standard model prediction
different values of the Higgs mass@54# is also shown as the
shaded bands.

Using the world averageW boson mass, the derived va
ues for the quantum corrections in the SM are

Dr 50.0383460.00885 and

Dr res520.022460.00944.

The direct measurement of theW boson mass atpp̄ colliders
indicates the existence of radiative corrections in the st
dard model at the;4.3s level and evidence of bosonic ra
diative corrections at the;2.4s level.
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APPENDIX A: W AND Z BOSON PRODUCTION MODEL

The theory and phenomenology of production ofW andZ
bosons can be divided into three regions of thepT of the
vector boson. These regions are imprecisely ordered as
lows:

~1! The high-pT region in which perturbation theory i
expected to be valid. This region is roughly 50 GeV/c and
above.

~2! The low-pT region where perturbation theory is no
helpful and soft gluons are freely emitted. There is a mo
for this process, and the validity of this theory is rough
below 15 GeV/c. By far, the bulk of the cross section forW
boson andZ boson production is in this region.

~3! The intermediate region for which there is no theor
ical description. Some analyses attempt to smoothly conn
the two regions, beyond that which occurs naturally by si
ply adding the cross sections from region 1 to those of reg
2.

The Monte Carlo generation of the vector bosons rel
on the resummation formalism of Collins, Soper, and St
man ~CSS! @39# which treats the emission of soft gluons
region 2 by summing all contributions in impact parame
2-43



nts
m
rage

B. ABBOTT et al. PHYSICAL REVIEW D 58 012002
FIG. 48. The upper half of the figure shows the D0” determination ofMW along with recent results from other hadron collider experime
and thepp̄ world average~see the text for a discussion of the world average calculation!. The band is the standard model prediction fro
the combined LEP results. The lower half of the figure shows the D0” determination of the mass of the top quark versus the world ave
determination ofMW ~!!. The contour shows the allowed range in each value. The standard model prediction~see the text! for various
assumptions of the Higgs boson mass is indicated by the bands.
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space. There are few free parameters in this model and
shown below that it satisfactorily matches the D0” data. The
triple differential cross section for production of aW boson
can be written

ds~AB→W!

dpT
2dydQ2 5

p

s
s0d~Q22MW

2 !
1

~2p!2 E d2bW eipW T•bW

3(
i j

W̃i j ~b* ,Q,xA ,xB!e2S~b* ,Q!

3Fi j
NP~b,Q,Q0 ,xA ,xB!

1Y~pT ,Q,xA ,xB!. ~A1!
01200
isHere,W̃i j (b* ,Q,xA ,xB) includes the convolution of parton
densities for partonsi , j and the splitting functions, the
Cabibbo-Kobayashi-Maskawa elements, and the electrow
parameters. The quantityQ is the invariant mass of the an
nihilating partons, whilexA,B is the Bjorkenx variable rep-
resenting the fraction of the colliding hadron’s momenta c
ried by the annihilating partons.Q0 is taken to be the lowes
scale where perturbation theory is presumed to be sens
The quantitys0 is for normalization. The Sudakov form fac
tor S(b,Q) is fixed by the order inas and is an integral over
a running scale. The combination of these terms desc
region 2. The quantityY(pT ,Q,xA ,xB) contains terms which
are less singular thanpT

22 and is the term which dominate
in the perturbative regime, region 1.
2-44
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FIG. 49. Fraction of radiative
~a! W decays and~b! Z decays as
function of the minimum photon
energy.
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The complication inherent in this formalism is the Four
transformation of the cross section, which involves an in
gral over all values of the impact parameterb. This is dealt
with by regulatingb to behave well near the origin, forcing
to tend to a constant asb→0. In the CSS formalism, this
amounts to a replacement ofb→b* [b/A11b2/bmax

2 . The
price for making this modification is the obligation to add
term to ‘‘replace’’ the missing contribution to the integr
from this b→b* substitution. This extra factor is the so
called non-perturbative function, represented in Eq.~A1! as
Fi j

NP . Theoretical arguments fix the form ofFi j
NP , up to phe-

nomenological parameters.
There have been two efforts to determine the n

perturbative function. One such recent fit is by Ladinsky a
Yuan@43# ~LY ! who parametrized the non-perturbative fun
tion as

Fi j
NP~b,Q,Q0 ,xA ,xB!5expF2b2g12g2b2lnS Q

2Q0
D

2g1g3b ln~100xAxB!G . ~A2!

The g parameters are not specified by theory, but are m
surable. A much earlier effort by Davies and Stirling@42#
~DS! used an identical parametrization, but essentially w
g350. Recently, Arnold and Kaufman@40# ~AK ! employed
the CSS formalism including the DS fits, a NLO calculati
for theY term @41# ~region 1!, and a strategy of dealing with
region 3. A computer program has been available for the
approach. Likewise, the LY calculation was done with
independent computer program which is identical in its c
ing of the CSS theory, but utilized a simpleO(aS) calcula-
tion for the Y term. LY made no attempt to match the tw
regions. Both computer codes have been used in this an
sis.

This description ofW boson andZ boson production is
taken as theansatzfor the Monte Carlo production mode
The more recent LY fits to modern Drell-Yan and colliderZ
boson data constrain theg parameters and have been us
here as representative of the best available information
this sense theg parameters function operationally like th
01200
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-
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a-

h

K

-

ly-

In

parton distribution functions. The LY fits result ing1

50.1120.03
10.04 GeV2, g250.5820.20

10.10 GeV2, and g3521.5
60.10 GeV21. These central values have been used as
nominal production model forW and Z bosons, with the
major sensitivity tog2 .

APPENDIX B: BREMSSTRAHLUNG

The fraction of decays which involves radiation depen
on the minimum photon energy,Eg

min , which was taken to
be 50 MeV. Figure 49 shows this fraction as function ofEg

min

for ~a! W boson and~b! Z boson decays. ForZ boson decays
the fraction of radiative decays is about a factor of tw
higher than forW boson decays, as expected. For the defa
Eg

min , 31% of theW boson decays and 66% of theZ boson
decays were radiative. Only orderaEM corrections have been
included and so processes in which two or more photons
radiated were not generated.

For radiativeW boson decays,W→eng, it is important to
determine the minimum spatial separation between the p
ton and electron that would result in the photon energy
being included with that of the electron by the reconstruct
program. For events withR5ADh21Dw2 above approxi-
mately 0.2 the photon energy may not be added to that of
electron. Instead, it was reconstructed as part of theW boson
recoil. The neutrino energy was unchanged, but the elec
energy is too low. TheW boson andZ boson masses wer
then too low in a manner which does not cancel in the ra
Since this effect is large, it is important to evaluate the eff
when the photon is produced by bremsstrahlung in the c
tral detector.

For the photon to have an effect on the measuredW boson
mass, it must be separated from the electron in~h,w! space
by at leastReg50.2, that is,

Dh21Dw2.Reg
2 . ~B1!

With Dh5Dq/sinq5coshhDq, this can be written as

S Dq

sin q D 2

1Dw2.Reg
2 . ~B2!
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FIG. 50. ~a! Probability for an electron to radiate a photon in aluminum (Z513) as a function of the anglev between the electron an
the photon in units ofme /E, whereme is the electron mass andE its energy.~b! Relative probability for radiating a photon for differen
values ofy5k/E, with k the photon energy.
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Switching to coordinates measured with respect to the e
tron

Dq5v cosa ~B3!

Dw5
v sin a

sin q
, ~B4!

wherev is the angle between the electron and the photon
a the azimuthal angle of the photon with respect to the e
tron, one can write

~v cosa!21~v sin a!2.S Reg

coshh D 2

~B5!

or

v.
Reg

coshh
. ~B6!

The angle between the electron and photon must be gre
than 0.2 rad forh50 and greater than 0.13 rad forh51. In
units of me /E, where me is the electron mass andE the
electron energy, this corresponds toE/me3v.13,000 for
an electron energyE of 50 GeV andh51.

Figure 50~a! shows the probabilitydP/dv for radiating a
photon at an anglev for the casey50.1, wherey is the
fraction of the electron’s energy carried by the photon@53#.
The anglev is expressed in units ofme /E. For all calcula-
tions in this analysis,Z513 ~aluminum! has been assume
and the energy of the electron has been fixed toE550 GeV.
The probability decreases by four orders of magnitude
me /E-scaled angles of 50. Figure 50~b! shows the relative
probability for radiating a photon at an anglev and its de-
pendence ony. Although the probability for radiating a pho
ton is larger at smally, after normalization, there is littley
01200
c-

d
-

ter

t

dependence of the angle at which the photon is radia
Since scaled angles of 13,000 or more are needed, the ph
never separates from the electron by radiation alone
therefore bremsstrahlung has no effect on theW boson mass.

The electron and photon can also separate if the elec
scatters through a large angle. The probability that an e
tron radiates a photon of momentum betweenk andk1dk in
dx in a medium with radiation lengthX0 is @53,48#

P~E,k!dkdx5
dx

X0

dk

k S 4

3
2

4

3
y1y2D . ~B7!

The quantityy is the fraction of the electron’s energy carrie
by the photon,y5k/E, and E and k are the electron and
photon energies. Integrating fromk5kmin to E one finds

P~E,k.kmin!dx

5
dx

X0
F2

4

3
~ ln ymin112ymin!1

1

2
~12ymin

2 !Gdx.

~B8!

For ymin close to 1 this gives

P~E,k.kmin!dx5
dx

X0
S z1

1

6
z2Ddx ~B9!

with z[12ymin . For example, the probability that a 50 Ge
electron radiates a 49 GeV photon in 0.15X0 is

0.1530.02'331023. ~B10!

The 1 GeV electron can then scatter through a large an
@18#

vrms5&3
13.6 MeV

1 GeV
3 A0.1557.4 mrad. ~B11!
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FIG. 51. Distribution inv, in units ofme /E, for radiativeW boson events in the central calorimeter and~b! for events where the photon
retains its identity.
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The angles resulting from multiple scattering are gener
larger than those produced in the radiation itself, particula
when the electron is low in energy (v rms'1/E). Neverthe-
less, it is still difficult to separate the photon and electr
sufficiently. The 7.4 mrad angle calculated above transla
in units of me /E, into E/m37.431023'800, still small
compared to 13,000. The falloff in scattering is rapid~Gauss-
ian!. If one considers a 50 GeV electron radiating 99.8%
its energy, the probability becomes small, 331024. The re-
sulting 100 MeV electron, however, can now multiple scat
through a large angle, 80 mrad or 8000 in units ofme /E.

This situation is compared with radiativeW boson decays
in Fig. 51~a! which shows the distribution inv, in units of
me /E, for radiativeW boson events with the electron in th
central calorimeter withpT

e.25 GeV/c. The distribution has
a very long tail extending to values of 50,000 forv. At small
angles ofE/me3v510,000 the cross section is down by
factor of approximately 200. Nevertheless, 21% of the eve
have angles greater than 5000. Figure 51~b! shows the even
distribution inv for events in which the photon and electro
reconstruct as separate entities with the photon retaining
identity. As was estimated above, the threshold
E/me3v is approximately 15,000.

APPENDIX C: MEAN NUMBER OF INTERACTIONS

The library of minimum bias events was stored in bins
luminosity according to the following rule. Given aW boson
event, recorded at a luminosityL with corresponding aver
age number of interactions per crossing^n&, the minimum
bias event, mimicking the underlying event, was taken a
scaled value of the instantaneous luminosity,L 8. L was cho-
sen so that the mean multiple interaction rate in Monte Ca
generatedW boson events is the same as in theW boson data
sample.

The probability of getting aW boson trigger in a crossing
01200
y
y

n
s,

f

r

ts

its
t

f

a

lo

in which there aren interactions is given by

P~W,n!5nP~n!
sW

s inel
. ~C1!

HereP(n) is the Poisson probability ofn interactions in the
crossing,sW /s inel the probability that the inelastic interac
tion is one in which aW boson is produced. The factorn
represents the number of ways one can choose theW boson
interaction from then interactions in the crossing. Note tha
the probability of getting aW boson in a crossing is then

P~W!5(
n

nP~n!
sW

s inel
5^n&

sW

s inel
, ~C2!

which is the expected rate when^n& is written in terms of the
luminosity and the inelastic cross section,s inel . The prob-
ability distribution of gettingn interactions in a crossing in
which there is aW boson is

P~nuW!5nP~n!, ~C3!

and has a mean value of^n&11. This shows that the mea
number of interactions in a crossing in which there is aW is
^n&11.

For the minimum bias trigger, the average number of
teractions per crossinĝnmin& given that there is at least one
is

^nmin&5
(n850

` n8P~n8!

(n851
` P~n8!

5
^n8&

12e2^n8&
. ~C4!

The minimum bias events are chosen at a luminosityL 8
such that the mean̂nmin&, as given by equation C4, is equ
to ^n&11, where^n& is the mean number of interactions
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luminosityL at which theW event was recorded. This gua
anteed that the mean number of interactions was correct.
distributions in the number of interactions per crossing
somewhat different, though. The minimum bias distributi
ic-

s

5

ys

01200
he
e

is a Poisson distribution, cut off atn51, while the number of
interactions inW events is a Poisson distribution, beginnin
at n51. The impact of this difference in this analysis
negligible.
es.

the
rse
nd

n-

ctor
di-

-

l

er

ar-

er-
. A

n-
@1# D0” Collaboration, S. Abachiet al., Phys. Rev. Lett.74, 2632
~1995!; S. Abachi et al., ibid. 79, 1197 ~1997!; B. Abbott
et al., ibid. 80, 2063~1998!.

@2# CDF Collaboration, F. Abeet al., Phys. Rev. Lett.74, 2626
~1995!.

@3# S. Weinberg, Phys. Rev. Lett.19, 1264 ~1967!; A. Salam, in
Elementary Particle Theory: Relativistic Groups and Analyt
ity (Nobel Symposium No. 8), edited by N. Svartholm~Alm-
qvist and Wiksell, Sweden, 1968!, p. 367; S. L. Glashow,
Nucl. Phys.22, 579 ~1961!.

@4# D0” Collaboration, S. Abachiet al., Phys. Rev. Lett.77, 3309
~1996!.

@5# UA1 Collaboration, G. Arnisonet al., Phys. Lett.122B, 103
~1983!.

@6# UA2 Collaboration, M. Banneret al., Phys. Lett.122B, 476
~1983!.

@7# UA1 Collaboration, G. Arnisonet al., Phys. Lett.126B, 398
~1983!; UA2 Collaboration, M. Banneret al., ibid. 129B, 130
~1983!.

@8# UA1 Collaboration, G. Arnisonet al., Europhys. Lett.1, 327
~1986!.

@9# UA2 Collaboration, R. Ansariet al., Phys. Lett. B186, 440
~1987!.

@10# UA1 Collaboration, C. Albajaret al., Z. Phys. C44, 15 ~1989!.
@11# UA2 Collaboration, J. Alitti et al., Phys. Lett. B241, 150

~1990!.
@12# UA2 Collaboration, J. Alitti et al., Phys. Lett. B276, 354

~1992!.
@13# CDF Collaboration, F. Abeet al., Phys. Rev. Lett.62, 1005

~1989!.
@14# CDF Collaboration, F. Abeet al., Phys. Rev. Lett.65, 2243

~1990!; Phys. Rev. D43, 2070~1991!.
@15# CDF Collaboration, F. Abeet al., Phys. Rev. Lett.75, 11

~1995!; Phys. Rev. D52, 4784~1995!.
@16# UA1 Collaboration, G. Arnisonet al., Phys. Lett.134B, 469

~1984!.
@17# Here, natural units in which\5c51 are used, except for unit

of momentum (GeV/c) and mass (GeV/c2).
@18# R. M. Barnettet al., Phys. Rev. D54, 1 ~1996!.
@19# CERN-PPE/95-172, LEP Electroweak Working Group, 199
@20# A. Sirlin, Phys. Rev. D22, 971 ~1980!; W. Marciano and A.

Sirlin, ibid. 22, 2695~1980!.
@21# P. Gambino and A. Sirlin, Phys. Rev. D49, 1160~1994!.
@22# M. L. Swartz, Phys. Rev. D53, 5268~1996!; A. D. Martin and

D. Zeppenfeld, Phys. Lett. B345, 558 ~1995!; S. Eidelmann
and F. Jegerlehner, Z. Phys. B67, 585 ~1995!; H. Burkhardt
and B. Pietrzyk, Phys. Lett. B356, 398 ~1995!.

@23# J. Smith, W. L. van Neerven, and J. A. M. Vermaseren, Ph
Rev. Lett.50, 1738~1983!; V. Barger, A. D. Martin, and R. J.
N. Phillips, Z. Phys. C21, 99 ~1983!.
.

.

@24# For the light leptons, momenta will be equated with energi

Transverse energy will then sometimes appear as a vector,EW T .
@25# The effect of the width is to reduce the height and smear

distribution slightly to the high side of the peak. The transve
motion of theW boson reduces the height of the peak a
smears the shape toward the lowMT side;pT

W will not signifi-
cantly affect the high edge of the spectrum.

@26# D0” Collaboration, S. Abachiet al., Nucl. Instrum. Methods
Phys. Res. A338, 185 ~1994!.

@27# D0” Collaboration, S. Abachiet al., Phys. Rev. D52, 4877
~1995!.

@28# The coordinate system in D0” is right-handed, with the1z axis
pointing in the direction of the proton beam~south!; the 1x
axis horizontal, with the positive direction away from the ce
ter of the accelerator; and the1y axis, up. The origin of this
coordinate system is centered at the midpoint of the dete
where the nominal beam intersection would occur. Radial
rections are measured from that point. Polar anglesu are mea-
sured with respect to the1z axis, and azimuthal angles,f, are
measured with respect to the1x axis. Pseudorapidity is de
fined ash52 ln tan(u/2) whereu is the polar angle with re-
spect to the proton beam.

@29# Particle Data Group, L. Montanetet al., Phys. Rev. D50, 1173
~1994!.

@30# R. D. Schamberger,Proceedings of the Fifth Internationa
Conference on Calorimetry in High Energy Physics, Upton,
New York, 1994, edited by Howard Gordon and Doris Rueg
~World Scientific, Singapore, 1994!; J. Kotcher, inProceed-
ings of the 1994 Beijing Calorimetry Symposium, Beijing,
China, 1994, p. 144; J. A. Guida, inProceedings of the 4th
International Conference on Advanced Technology and P
ticle Physics, Como, Italy, 1994@Nucl. Phys. B~Proc. Suppl.!
44, 158 ~1995!#.

@31# Qiang Zhu, Ph.D. thesis, New York University, 1994.
@32# S. Youssef, Comput. Phys. Commun.45, 423 ~1987!.
@33# F. Carminatiet al., GEANT User’s Guide, CERN Program Li-

brary ~1991!, unpublished.
@34# The top quark analysis published in Ref.@27# cut this quantity

at s trk,5 which was 94% efficient.
@35# T. C. Awes, F. E. Obenshain, F. Plasil, S. Saini, S. P. So

ensen, and G. R. Young, Nucl. Instrum. Methods Phys. Res
311, 130 ~1992!.

@36# Q. Zhu, in Proceedings of 9th Topical Workshop on Proto
Antiproton Collider Physics, edited by T. Kondo and S. Kim
~Universal Academy Press, Tokyo, 1994!, p. 65.

@37# F. Paige and S. D. Protopopescu,ISAJET Monte Carlo version
6.22, BNL Report No. BNL38034, 1986~unpublished!.

@38# D0” Collaboration, S. Abachiet al., Phys. Rev. Lett.75, 1456
~1995!.

@39# J. Collins and D. Soper, Nucl. Phys.B193, 381 ~1981!; B213,
2-48



.

D
.

V

if-
r

a

DETERMINATION OF THE MASS OF THEW BOSON . . . PHYSICAL REVIEW D 58 012002
545~E! ~1983!; B197, 446 ~1982!; J. Collins, D. Soper, and G
Sterman,ibid. B250, 199 ~1985!.

@40# P. Arnold and R. Kauffman, Nucl. Phys.B349, 381 ~1991!.
@41# P. B. Arnold and M. H. Reno, Nucl. Phys.B319, 37 ~1989!.
@42# C. T. H. Davies and W. J. Stirling, Nucl. Phys.B244, 337

~1984!; C. T. H. Davies, B. Webber and W. J. Stirling,ibid.
B256, 413 ~1985!.

@43# G. Ladinsky and C. P. Yuan, Phys. Rev. D50, 4239~1994!.
@44# A. D. Martin, R. G. Roberts, and W. J. Stirling, Phys. Rev.

50, 6734 ~1994!; A. D. Martin, R. G. Roberts, and W. J
Stirling, ibid. 51, 4756~1995!.

@45# The definition employed here is related to the definition of
Barger and R. Phillips,Collider Physics~Addison-Wesley,
New York, 1987!, p. 159, byF52t(dL/dt), with t5x1x2 .
Note that this parametrization of the parton luminosity is d
ferent ~by a factor 1/m! from what has been done by othe
experiments@9,13,15#.
01200
.

@46# H. Plothow-Besch,PDFLIB User’s Manual, CERN Program Li-
brary entry W5051, Version 5.02~1994!.

@47# H. L. Lai et al., Phys. Rev. D51, 4763~1995!.
@48# F. A. Berends and R. Kleiss, Z. Phys. C27, 365 ~1985!.
@49# In approximately 40% of allW boson events in the dat

sample there is at least one jet produced with theW boson with
pT.8 GeV/c.

@50# CDF Collaboration, F. Abeet al., Phys. Rev. Lett.74, 850
~1995!.

@51# W. K. Tung ~private communication!.
@52# D. Wackeroth and W. Hollik, Phys. Rev. D55, 6788 ~1997!;

U. Bauret al., ibid. 56, 140 ~1997!.
@53# Yung-Su Tsai, Rev. Mod. Phys.46, 815 ~1974!; 49, 421~E!

~1977!.
@54# D. Bardin et al., Z. Phys. C44, 493 ~1989!; Comput. Phys.

Commun.59, 303 ~1990!; Nucl. Phys.B351, 1 ~1991!; Phys.
Lett. B 255, 290 ~1991!; and CERN-TH 6443/92~1992!.
2-49


