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Determination of the mass of theW boson using the DOdetector at the Fermilab Tevatron
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A measurement of the mass of ttéboson is presented which is based on a sample of 3882 v decays
observed inpp collisions at\/s=1.8 TeV with the DOdetector during the 1992—1993 run. From a fit to the
transverse mass spectrum, combined with measurements Bflibeon mass, thé/ boson mass is measured
to be M,=80.350+ 0.140(stat): 0.165(syst)} 0.160(scale) Ge\?. Detailed discussions of the determina-
tion of the absolute energy scale, the measured efficiencies, and all systematic uncertainties are presented.
[S0556-282(98)01613-0

PACS numbgs): 14.70.Fm, 12.15.Ji, 13.38.Be, 13.85.Qk

[. INTRODUCTION is constrained. This paper discusses the details of the first
measurement oM,, by the DO Collaboration using data
Among electroweak measurables, the mass ofwhbo-  from the 1992—-1993 running of the Fermilab Tevatron Col-
sonMy is of crucial importance. Along with the determina- lider. It includes essential calibrations which will be used in
tion of the mass of the top quafl,2] and in conjunction future DOmeasurements. A first report of this measurement
with other precisely determined quantities, including thewas published in Ref4].
mass of theZ bosonM 4, the electroweak standard modi@] An early success of the CERpIp collider was the dis-
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covery and measurement of the masses of bottWhendZ Roughly 90% of the value akr is due to light quark loop
bosond5-7]. Table | gives a history of the published values corrections toagy,, while the balance is due to the embed-
of the direct measurements bf,,. The approach taken in ded physics of heavy quarks and the Higgs boson. Any phys-
this analysis is similar to those of the UA22] and Collider ics beyond the Higgs boson and known heavy quarks would
Detector at FermilalfCDF) [14,15 experiments. also contribute taAr. Prior to the measurement described
For the physics o¥V bosons, the electroweak measurableshere, the world average oM,, (M\=80.330.170

of interest areM , and sirf 6, whereé,, is the weak mixing GeV/c?), M, [19], and Eq. (7), results in
angle. Both can be measured precisely and can be predictéd =0.0384+0.0100, which is 3.8 from the tree level pre-

from the lowest order relations of the modél7]: diction.
Because\r is dominated by QED corrections, it is inter-
M= M,Cos 6y (1) esting to separate out those “residual” effects which are
distinguishable from electrodynamic effects alone. Such a
g°sir? 6y separation isolates possible new physics as well as physics
XEMT T4 ) directly associated with the top quark and the Higgs boson.
A prescription for doing this has been suggested by defining
G,u. gz (3) (Ar)res [21]!
v2  8My’ aen  aem(M2)

_ _ _ T-Ar 1—(AN)pes ®
Here, agy is the fine structure constamg,is the gauge cou-

pling associated with the SU(2pauge group, anG,, isthe  \yith a determination ofAr plus a separate evaluation of

Fermi coupling constant. The weak coupling, the electricaEM(Mé) [22], (Ar),.. can be extracted. Evaluation of this

cha’rge, and tr,]e. weak mixi_ng angle are related bygjn quantity makes a particularly economical probe of the stan-
=g’'lg, whereg’ is the coupling of the () gauge group. :
. . dard model possible.
The standard set of measurable input parameters is the

following:
A. Plan of the DD measurement
agm=1/(137.0359895 0.0000061 (4) The DOdetector is a calorimetric detector with nearly full
kinematical coverage for electrons, hadrons, and muons. The
G,=1.16639+0.00002 X 10°° GeV? (50  inner tracking region does not include a magnetic field. Cali-
bration of the electromagnetic, and by extension the had-
M,=91.1884-0.0022 GeV¢2. (6)  ronic, calorimeter was accomplished by exposing calorimeter

The fine structure constant is measured from the quantum TABLE I. Previously published hadron collider measurements
Hall effect [18]; the Fermi coupling constant is measured of My,. _In each case the first unce_rtalnty listed is statistical, the
from the muon lifetimd 18], andM , is measured directly by second is systematic, and the third is due to energy scale. For the
the combined experiments at the CERNe~ collider LEP latest CDF values, the energy scales have been incorporated into the

[19] total systematic uncertainty.
In order to confront the model beyond the lowest order, a . 2
: . . . * ~ Experiment Channel My (GeVic
self-consistent theoretical scheme for dealing with the effects P w )
of higher orders of perturbation theory is required. Different UA1(1983 [5] ev 81+5
theoretical prescriptions motivate particular definitions of the UA2(1983 [6] ev 80" 2°
weak mixing angle. The determination bf,, and the ratio UA1(1986 [8] ev 83.5'13+2.7
of neutral to charged current cross sections in deep inelasticya2(1987 [9] ev 80.2+0.6+ 0.5+ 1.3
neutrino scattering are most naturally interpreted in terms of ya1(1989 [10] ey 82 7+ 1.0+ 2.7
the “on shell” schemg 20] in which the weak mixing angle  ya2(1990 [11] ev 80.49+ 0.43+ 0.24
|_s.def|ned by Eq(1) with both masses as measurable quan- UA2(1992 [12] ey 80.35+0.33+0.17
e o i A . , CDF(1989 [13] ev 80.0-3.3+2.4
V_\Il|t in Iadggletﬂ sc r?r?he, radlat:cve c_orrlectlons areblmost CDR(1990 [14] ey 79.91+ 0.35+ 0. 24+ 0.19
easily included through the use of a single measurable pa-cpgog [15] oy 80.490+ 0,145+ 0 175
rameter Ar, which is analogous tog—2) in quantum elec- 6
. o . . UA1(1989 [16] nv 817
trodynamic radiative corrections. Likeg{-2), Ar can be UAL(1989 [10] 8186926
determined experimentally and its measurement can be di—CD 1990 114 e 29 90td§3§£36 32008
rectly compared with its theoretical prediction. In the leading DF(l 0 [1 ] Ky ’ 1 ' ) : 1'
log approximation, it can be written in terms bfy, as CDH(1995 [15] Ky 80.310-0.205-0.130
UA1(1989 [10] ™ 89+3*6
Tapy V2 CDF(1990 [14] evtuv 79.91+0.39
Ar=1 (7) CDF(1995 [15] ev+u 80.410+0.180

G MAMW/M) 1= (My/M)?]
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test modules to charged particle beams of known energiaseutrino 4-momentum is impossible, the only quantities di-
and compositions, as well as situ decays of known par- rectly measured are the electron momentum and the trans-
ticles. The DOdetermination oM,y relies on the determina- verse momentum of the recqgit®®.
tion of the mass ratid/, /M, and the subsequent scaling of ~ Using these measurables, the two body kinematics of this
this ratio by the precisely determinéd, from LEP [19]. decay provide at least two methods for measuihg. The
This approach is similar to that of the UA2 experimghi2].  transverse energy spectrum of the electron will exhibit a ki-
The significant advantage of determiniiy, /M7 is that a nematical edgéthe “Jacobian edge)’atM,,/2 for W bosons
number of systematic uncertainties cancel in the ratio. Thisvith transverse momentupy’ equal to zero. However, reso-
paper addresses those in detail. lution effects and nonzero values pf smear thep$ andE
_ The production and decay characteristics\obosons ina  spectra and therefore affect the use of the sharp edge as a
pp collider present a variety of challenges which drive themeasure oM, .
analysis strategy. Because the statistical power of this mea- To control the systematic effects while retaining the high-
surement is at the level of less than 150 Me¥/(<0.2%), it est statistical precision, the “transverse mass” is used to
is necessary to understand both the experimental and thegetermineM,,. It is defined ag23]
retical systematic uncertainties to a precision comparable to
this level. TheZ boson data are used for studying many of M3=2ESEY—2p%. p¥=2ESEX(1—COS bg,), (12
the experimental uncertainties, so the total uncertainty of an
My determination is strongly coupled with the size of the Wwherepy is the transverse momentum of the neutrino and
boson data set. Hence, future determinations will gain ing, is the azimuthal angle between the electron and neutrino
statistical and systematic precision with the sizes of both thg24]. The transverse mass also exhibits a Jacobian edge, but
W andZ boson data sets. at the value ofM, and with much less sensitivity tp¥v.
Uncertainties in modeling the production 8% and Z Hence, precise determination of the location of this edge
bosons present a different set of challenges which do naleterminesM,,. The effect of both the finite width (W)
necessarily scale with the number of events. For example, aind py does distort the shape of tHd; spectrum[25].
Tevatron energies roughly 80% of the annihilations whichwhile the transverse momentum of théboson is relatively
produceW bosons involve sea quarks. Additionally, the sub-|ow, peaking at approximatelyy'~5 GeV/c in this analysis,
stantial probability of gluon radiation from the initial state eyen this small amount can be significant.
quarks results in significant transverse momentum oMhe  Equation (12) shows that the necessary ingredients for
boson. Both of these theoretical issues involve uncertaintiegeterminingM; are pS, pY, and the angle between them.
which complicate the simulation. _Among these, only$ is determined directly. Since momen-
For theZ boson the observables come from the reaction ., transverse to the beam is conserved, a measured imbal-
chain: ance can be attributed to the neutrino. Therefore, in the ab-
PP—Z(—e* +e" )+ Hy(— hadrons, 9) sence of detector effects, the neutrino transverse energy is

equal to the missing transverse energy and calculated from
whereH; is the hadronic recoil against the transverse motiorthe measure@:*® and p7,

of the Z boson. Both electrons are fully measured and the

dielectron mass is determined from py=Er=—pre—ps. (13
M, = \2ECIE®2— 251 ¢2. (10) However, the reaction given in Eq11) does not fully

describe the situation since energy measurement in a calo-

With the DOdetector, the electron decay mode of iée  rimeter includes other effects. Energy lost in detector cracks
boson leads to the most precise mass determination. This @&nd inefficiencies can introduce biases in the magnitude and
due to the cleaner signal and better resolution, as comparedirection of the total energy. The interactions of the remain-
to the muon or tau decay modes. In this experiment, théng spectator quarks in the proton and antiproton will add
single relevant channel ¥/—ev,. The electrons are emit- energy, as will noise and “pileup” due to the residual energy
ted with transverse momenf# of order 40 GeV¢ and the  from multiple interactions. Designating these additional,
neutrino is emitted with a comparable momentum, escapingon-recoil, luminosity dependent contributions the “underly-
without detection. This leaves a large component of missingng event,” G(£), the measured neutrino transverse mo-
energyE in the event of which only the transverse compo-mentum is given by
nent, E; is determined. Therefore, the defining characteris- .
tics of W bosons are a higlp; electron accompanied by Er=—pr —dr(L)—P7
significantE+ . ~ - - -

The observable quantities for this measurement come =[P+ 0T (O]~ [0H(L) + P. (14

from theW boson production and decay chain: The underlying event contributions which are under the elec-

pP—W(— e+ v)+ Hyy(— hadrons, (11)  tron and the hadronic recoil are separately denoteiiff 65)
andUT%(L). They are dependent on the instantaneous lumi-
whereH,y is the hadronic recoil against the transverse mo-nosity. Overall, the two quantities within the brackets are not
tion of theW boson. Since a complete characterization of thedistinguished from one another in the measurement
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Section V: Monte Carlo simulation;

Section VI: results of the fits;

Section VII: effects of systematic errors due to the pa-
rameters determined in Sec. IV and the assumptions
described in Sec. V;

Section VIII: consistency checks;

Section IX: conclusions;

Appendix A: W boson andZ boson production model;
Appendix B: bremsstrahlung; and

Appendix C: mean number of interactions.

Il. DO DETECTOR AND TRIGGER SYSTEM

The data collected for this measurement were taken dur-
ing the exposure of the D@etector to collisions of protons
and antiprotons at a center of mass energfs# 1800 GeV
in the 1992-1993 running period of the Fermilab Tevatron

FIG. 1. Kinematic quantities fow events. collider. This was the first beam exposure of this experiment
and the total luminosity accumulated was 12.8 bbThe
but must be dealt with in the analysis. Figure 1 shows theverage instantaneous luminosity wag=3.4x 10°°

kinematics of the/V boson events. cm 2571, which corresponded to less than 1 collision per
Since there is no analytic description of the transverserossing which occurs fof~6x10*° cm 2s™ 1,
mass distribution, determination ™,y relied on modeling The DOdetector was designed to study a variety of high

the transverse mass spectrum through a Monte Carlo simiransverse momentum physics topics and has been described
lation. TheW boson mass was extracted by comparing then detail elsewher¢26]. The detector has nearly full accep-
measured distribution in transverse mass to the Monte Carltance for electrons, photons, and muons and measures jets,
distribution generated for differeritv boson masses. The electromagneti¢EM) showers, andE+ with good resolution
simulation relied on experimental data as much as possibl27]. The detector consists of three major subsystems: a
and used boson events, not only to set the energy scale, butracking system, uranium-liquid argon calorimeters, and a
also to understand the electron energy resolution, the energguon toroidal spectrometer. The components of the detector
underlying theW boson, and the scale iy’ . In the simu-  Which are most relevant to this analysis are briefly described
lation W bosons were generated with a relativistic Breit- below.

Wigner line shape that was skewed by the mass dependence

of the parton luminosities. The longitudinal and transverse A. Tracking system

momentum spectrum were given by a double differential dis-

tribution calculated to next-to-leading order. ticle tracks over the regiofy|<3.2[28] and to reconstruct
The decay products and tie¢ boson recoil system were . ' .
the interaction vertex of the event. It consists of four sub-

traced through the simulated detector with resolution smears- stems: a drift chamber surrounding the vertex region
ing. Minimum bias eventgcollisions which are recorded Y : 9 9

with little or no trigger biag mimic the debris in the event (VTX), a transition radiation detect¢TRD), a central drift
99 ; . .chamber(CDC) and two forward drift chamber$&DC). The
produced by the spectator quarks and pileup associated wi

multiple interactions. The minimum bias events also prop- X, TRD, and CDC cover the large angle region and are

; ; . : oriented parallel to the beam axis. The FDC's cover the
erly included residual energy from previous crossings. The . ; ;
‘;nall angle region and are oriented perpendicular to the

generated spectra in transverse mass for different values Lam axis. In addition to theg measurement of hits in the

My were compared to the measured spectra by a max'ml’"EDC, delay lines were used to measure track hit locations in

Llakiilgzjwd method, and the best fit value of the mass Ob"[hez direction. The TRD provides an independent identifi-

. . ) cation of electrons, in addition to that provided by the calo-
The measurements reported in this paper g;, as rimeters, allowing enhanced hadron rejection
determined from fits to th# ; distribution and fits to th@$ ' g J '

and p; distributions andM,/M. In addition Ar and
(Ar),es are determined.

The tracking system was used to reconstruct charged par-

B. Calorimeters

The paper is organized as follows: The calorimeter system consists of one cent&C) and
two end(EC) calorimeters which measure the energy flow in
Section II: a brief description of the detector; the event over a pseudorapidity rarfjgg<4.2. The calorim-

Section Ill: data collection, reconstruction, the correc-eters are enclosed in three separate cryostats which surround
tions applied to the data and the selection of the finathe tracking system. They each have an electromagnetic, a

sample; fine hadronigFH), and a coarse hadron{€H) section. Lig-
Section IV: determination of the parameters used in theuid argon is employed as the active medium and uranium is
Monte Carlo simulation; the absorber material in the EM and FH sections and copper
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> 104L[ Non zero-suppressed n=0.3, EM Layer 5 punch-through to the outer two layers negligible. The muon
2 momentum resolution iso(1/p)=0.18(p— 2)/p?®0.008
w 10°k (momentump in GeV/c).
2 of
=1 -
E 1 D. Triggers
10 £
1°4§|.‘.‘|....|‘...|.‘.‘ T = 'LheTevatronbee_lmcrossingsoccurredeve_ry/,&SFor
: zero-suppressed n=0.3, EM Layer 5 app total cross section afs=1.8 TeV of approximately 70
103[ mb [29], there is an interaction rate ef200 kHz at a typical
instantaneous luminosity of>310°° cm 2s™%. In order to
102 g record events at=2 Hz, three stages of hardware and soft-
10 i ware triggers were used.
To indicate the presence of a collision within the detector
[FEPEN ISP ISP TSI P L P N 11 oy PP and to calculate a fast approximation to the vertex position,

1-0.1 -0.075 -0.05 -0.025 0 0.025 0.05 0.075 0.1

radial scintillation hodoscope arrays are positioned in the
Pedestal (GeV)

forward directions subtending angles of 2/3]<3.9. To
FIG. 2. Pedestal distribution of a typical electromagnetic calo-PaSS the level 0LO) hardware trigger, coincident hits in
rimeter readout tower before and after zero-suppression. these counters were required on both sides of the interaction
region, signaling an inelastic collision within the detector
. . ) volume and also providing an estimate of theosition of
(stee) is the absorber in the CH section for the (BC). The 16 interaction vertex. This trigger provided the minimum
inter-cryostat region(ICR) is instrumented with scintillator pias data set used in this analysis. The trigger rate depended
tile detectors which are located in the space between the Egn the luminosity and for the data analyzed here, was typi-
and CC cryostats. These detectors were used to improve th@lly 90 kHz.
energy measurement of jets that straddle two calorimeters.  Events passing the LO trigger were then passed to the
The calorimeters are arranged in a cylindrical geometrylevel 1 (L1) hardware trigger. Here a decision was made
with each EM section being divided into four longitudinal based on the fast analog sums of all the EM layer calorimeter
readout layers, for a total depth of 21 radiation lengths. Asignals which represent the energies in trigger towers. These
projective tower arrangement for readout points toward théowers were segmented as 822 in ApXA¢ with cover-
interaction region. The hadronic sections are 7—9 nucleage extending t¢z<3.2. The L1 electronics restricted the
interaction lengths deep and are divided into f¢GC) or ~ maximum trigger rate te=200 Hz and decisions made by it
five (EC) longitudinal readout layers. The transverse segand by the LO trigger were made between beam crossings.
mentation of the calorimeters is XD.1inA7x A, except ~ The final stage of triggering was the leve(l2) software
in the third layer of the EM calorimeter which is at shower trigger which ran on a farm of 48 VAXstation 4000 M60
maximum, where it is 0.080.05 in A7xA$. Measured Processors. The typical processing time for an event in L2
resolutions will be discussed below. was 350us, resulting in an average deadtime~e2%. The
Under normal running conditions, calorimeter cells WerefuII segmentation of the calorimeter was available at this

not read out if the signal was withino2of the pedestal for trigger level and a full event reconstruction was done, albeit

that channel. That is, the readout was zero-suppressed. TMVéth simplified algarithms and coarser segmentation. There

pedestal is taken to be the mean of the energy distributiol ' © 32 different L1 components and 128 different L.2 com-

. . . ponents which could be constructed and prescaled at differ-
when no interactions occur. Due to a convolution of the

: s . . .~ “ent rates. Each logical combination targeted specific physics
shaping electronics and the natural radioactivity of uranium 9 9 P phy

L N _for given accelerator conditions. These data sets were written
the pedestal distributions are asymmetric with a long tail

- - ) out to corresponding output data streams.
towards positive energie&See Fig. 2. Therefore, even when
no particle strikes a read-out tower, the energy registered fo Trigger requirements for the W boson and Z boson data sets
that tower will on average not be zero. Great care has to be
exercised in the event modeling in order to properly addres
these issues. This will be discussed in detail below.

For the determination of th&/ boson mass, the electron
aecay modes were required for the selection of hgtandz
bosons. While the characteristics of both are similar—the
presence of high transverse momentum electrons—the dif-
ferent rates and backgrounds require distinct selection crite-
The muon spectrometer provides identification and mo+ia. Because of the presence of a neutrindMrboson decay
mentum determination for muons. It surrounds the calorim-events, a minimaE+ requirement was used in the selection
eters and consists of planes of proportional drift tubes whictof W boson candidates.
surround magnetized iron toroids and covers a redign To select electrons, the L1 trigger required the transverse
<3.3. There is one layer of proportional tubes on the inneenergy in the EM layers of a trigger tower to be above a
face of the magnet and two layers, separated<iym, out-  preselected threshold. For the selectioWdfboson events,
side the magnet. The material in the calorimeter and irorthe L1 trigger required at least one EM trigger tower above
toroids is about 12 interaction lengths thick, making hadroniclO GeV. ForZ boson events, at least two EM trigger towers

C. Muon spectrometer

012002-6



DETERMINATION OF THE MASS OF THEW BOSON . . . PHYSICAL REVIEW D 58 012002

TABLE II. L1 and L2 trigger requirements foV andZ event data samples. Herkg,, is defined by Eg.

(16).
W—ev candidates Z—ee candidates
L1 trigger requirements 1 EM tower with;>10 GeV 2 EM towers wittE{>7 GeV
L2 filter requirements 1 EM cluster witB;>20 GeV 2 EM clusters witlEt>10 GeV
fis0<0.15 fi0<<0.15
E+>20 GeV
with E+>7 GeV were required. tion of the CDC was based on measurements using cosmic

The L2 electron algorithm used the full segmentation ofray data. The calibration of the delay lines of the CDC, mea-
the EM calorimeter to measure the energy deposited by theuring thez coordinate of the hits, was derived from pulser
EM shower and is described in detail in RE27]. Trigger  measurements on the bench combined with cosmic ray data.
towers above threshold were used as seeds to form energye initial calibration of the calorimeter was obtained from
clusters which included all calorimeter cells in the four EM test beam measuremeri2s]. Corrections to the calorimeter
layers and the first FH layer in a windawyXA¢=0.3X0.3.  cajibration were required, including corrections for an ad-
For the selection ofV events, an energy cluster Wiy stment to the operating voltage of the calorimeter, correc-

>20 GeV was required by the L2 filter. F@rboson event  ong to the sampling weights, and to the gains of individual
candidates, two energy clusters, each wp>10 GeV, calorimeter cells. In addition, a correction due to a difference

were required by the L2 filter. Transverse and Iongitudinalin liquid argon temperature at the test beam ant v

Zlhsaopelazggglroenmtﬁgtser?esr We(lllluaS?eII’S]?()l?t;ﬁg égfgﬂ{%wogi Welhplied[30]. It should be noted that none of the central EM
con e?vents 9y calorimeter modules that were tested were installed in the
> . . final calorimeter.
The Er in the event was calculated in the L2 trigger and The azimuthal uniformity of the central electromagnetic

was required to be above 20 GeV for th¢ boson event . . . ) o
selection. It was computed using the vector sum ofhef calorimeter was determined using approximately 3.5 million

all the cells in the calorimeter and the ICD with respect to thei99ers from an inclusive electron data sampgi]. By
z position of the interaction vertex, determined by LO. F,re_equallzmg the event rate above a 13 GeV threshold for each

scaled triggers ofV boson events were also recorded Withoutcalorimeter module, relative calibration constants were deter-
. 0 X
the E trigger requirement in order to study efficiencies andm'ned to an accuracy of 0.5%, assuming that the obsegved

biases. This trigger is essentially an isolated electron or pho\{arlatlons were instrumental in origin. These relative calibra-

ton trigger. Table Il lists a summary of the trigger require-g.oﬁ? cor:stan(tjs lshowttar(]j a variation ng_g\e respor;sgo/befl\_/:]een
ments used in the selection of téboson and boson data  2"'erent moduies with a maximum ditterence ot 5. 'he
variations were dependent on which of the 32 EM modules
samples.
was struck by the electron, and not by other features of the
2. Main Ring veto calorimeter such as a variation in the amount of material in
the tracking detector. All of the above corrections to the

The 150 GeV¢ conventional acceleratofmain ring energy are propagated into te calculation

passed through the coarse hadronic part of thhec@0rim-
eters. Halo particles accompanying the circulating beam can
deposit energy in the calorimeter and corrupt measurements
both at the trigger and offline reconstruction levels. Such Electrons and photons were reconstructed as energy clus-
unrelated energy depositions in a localized part of the deteders in the EM and first FH section of the calorimeter. Tow-
tor will affect the E determination and therefore consider- €rs were defined by adding the energy measured by the calo-
able care was required in the utilization of triggers takenfimeter in all four EM layers plus the first FH layer for cells
while the Main Ring beam passed through the detector. Avithin 0.1X0.1 in A»xXA¢. Towers were grouped together
veto gated on the injection period of the main ring cyte with their adjacent neighbors, provided their energies are
first 0.4 s of the 2.4 s cyclewas used in some of the L2 above 50 MeV. Clusters of adjacent calorimeter towers with
filters to avoid any adverse effects. For the mass analysis, afignificant energy depositions were then formed using a
Z—eeevents were used— ee candidates recorded during Nearest neighbor clustering algorithj@e].

the veto of the main-ring period were excluded from resolu- The observed energy of the EM cluster is given by

tion studies. NoW boson events were taken from triggers

occurring during the main ring cycle. Emeas- sTB CEi B:iS (15)

1. EM clustering

lll. W AND Z BOSON DATA SAMPLE: EVENT
SELECTION AND DATA PROCESSING where 6™ is an offset in the energy response due to energy
loss in the material upstream of the test calorimeteis the
conversion constant from the digital signal to energy gnd
Once data were written to tape, the digitized informationare the sampling weights for th& layer with energy depo-
was converted using an initial calibration. The initial calibra- sition (in ADC countg S;. The sum runs over all five layers

A. Offline data processing and candidate event selection
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2 Az 2
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0z

in the EM calorimeter which contribute to the EM cluster. RAg
Both B; and 5" were determined from test beam measure- Tk = \/(
ments using electron beams over a broad range of energy and
rapidity. From these test beam measurements, the offset was
determined to be&"®=347 MeV. This level of energy scale whereRA ¢ andAz are the spatial mismatches between the
determination, based on the test beam measurements and t&liack projection and cluster position in tpeandz directions,

ing into account corrections due to the transfer of the califespectively, andrgy, ando, are the associated experimen-
bration from the test beam to/Déesulted in an energy scale tal resolutions. For the data set used in this analysijg
approximately 5% lower than the nominal energy scale for<10 was imposed for CC electron candidates. This cut was
the central calorimeter, as observed from the measidred uUsed to minimize bias and results in an efficiency>#8%
boson mass. Both the final overall energy scale and the offs€84].

were re-computedn situ, as will be discussed in the next

section. 3. Electron direction determination

ORAg

The optimum resolution in the electron polar angle is ob-
2. Electron identification tained using the position of the electron cluster as obtained
Ifrom the calorimeter information and theposition of the
center-of-gravity(cog) of the CDC track. These two points
tron identification requirements are below. thus define the polar angle of the electron. The position of an

The cluster shower shape can be characterized by boter,llectron in the calorimeter was determined from the energy

longitudinal and lateral energy depositions. The fraction Oidepgsitions in th_e ;hird EIM !ahyer350f _}_rr']e shower usingf a
the cluster energy which is deposited in the EM calorimetef®9(E) e€nergy weighting algorithni35]. The parameters o

- . - - he algorithm were determined using both test beam and
is defined adg),. Since charged hadrons deposit less tha X .
~10% of their energy in the EM calorimetdt.,, provides a ri\/lonte Carlo data. Further study with collider data demon-

powerful discriminantfgy,, was required to be greater than strated the need 1o remove a . *?'aS |r1z_tp95|t.|on of
90% the cog of the track. This was accomplishédsitu using an

The electron candidate cluster was required to have a tdpcluswe muon data set which demonstrated thaiztpesi-

pology, both longitudinal and lateral, which was consistent'©" of thecog of .the .CDC track was biased. qu th.e muon
with that of electrons from a detailedeant Monte Carlo chambers, the direction corresponds to the drift direction

simulation [33] which was extensively compared to test which has a maximum drift distance of 5 cm. The muon drift

beam measurements. A covariance matrix of 41 observablé@amIoers were_optically surveyed an_d confidence in the sur-
was defined to characterize an electron shof@dl. A x2 vey was 'establl_f,heq through gpalyss of muon data, ruling
parameter was defined to measure the consistency of Rt any _Ilnear bias in the position measurement. The re-
shower with that expected for electrons. For central electron§!dual bias was traced fo a m|scgllbrat|_on of the effe(_:t|ve
a x2< 100 was required; for electrons in the end calorimetersqIgnal propagation veloc_lty of the signals in the pickup wind-
x%<200 was imposed. These requirements we81% ef- Ings of the CDC delay lines. .
ficient. A rejection factor of about 4 against EM clusters that The tue and measureziposition of thecog of the track
are not due to single electrons was achieved. are related linearly by

Electrons fromW andZ boson decays tend to be isolated
from other particles in the electromagnetic calorimeter. An Zyrye= @cpcZmeast Bepe- (18)
offline isolation requirement was used which is defined as

With the muon data sample, the scale faciQy,c was de-
termined by defining a track using tikeg of the muon track,
_ :Etot( R4) —Eem(Ro) (16) as reconstructed in the first layer of muon spectrometer be-
150 Eem(R2) fore the toroidal magnet, and the verteyposition. By com-
paring the expected and measuraabsitions the scale factor
was determined to becpc=0.988+0.002, where the error
where E, is the total energy in cone of radil®,=0.4 in is the combination of a small statistical component
nX ¢-space.Egy, is the EM energy in a cone of radil®, (%£0.0003 and the following systematic components: the ob-
=0.2. An isolation requirement df¢,<0.15 was placed on served variations in scale factor for different azimuthal re-
the cluster energies for electrons from bathandZ boson  gions of the detectof0.00]), observed variations for differ-
event candidates. ent polar angles of the muon track$.001), muon chamber
An important source of background for electrons is pho-alignment(0.0003, and different methods to extraeicpc
tons from#7° or » meson decays which are adjacent to un-(0.0004. The offset8cpc is consistent with zero. In this
related tracks. This background was reduced by requiringnalysisacpc=0.988 andBcpc=0 were used. The scale
that a track from a charged particle in the tracking detectofactor has been confirmed using cosmic ray muon data. The
be consistent with the position of the cluster in the calorim-trajectory of cosmic ray muons traversing the full detector
eter. To qualify as a match, the shower centroid was requiredas reconstructed using the non-magnetic inner volume of
to link with a reconstructed track with significanoeg,., the spectrometer. As before, the expected CDC track posi-

Electrons were identified by a combination of topologica
and kinematic identifiers as described 27Y]. The main elec-
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tions were compared to their measured positions and the TABLE Ill. Event samples foW andZ bosons. Here, “N” and

scaling behavior of theog of the CDC track was, within its “S” refer to the end calorimeters on the north and the south. Note

uncertainty, confirmed. that the asymmetry in event numbers is due to the offset of the
To verify the consistency of the electron angle determinamean collision point.

tion, Z—ee events were studied. Given the electron cluster

position, their track intersections with the beamline were re- W boson event sample

constructed from _thg2—>ee decay. These interseqtions in gcN cc ECS
general do not f:ommde. Aﬂer _app_lymg the cqrrectlon tp the;g3g 7234 1681
CDC cog the width of the distribution in the difference in

positions of the two intersections was tracked by varying the Z boson event sample

calorimeter electrorz position. The resultant width of the ECN-ECN ECN-CC CC-CC CC-ECS ECS-ECS

distribution was at a minimum without applying any correc-

tion to the electron calorimeter position, showing the internaIMaISS 48 147 366 134 39
consistency of the procedure measurement
’ Resolution 46 143 344 130 35
4. Measurement of7E studies
The total missing transverse energy in the event is calcu-
lated by summing over all calorimeter and ICD cells The kinematic and fiducial requirements that defined the
W boson candidate sample are
ET:_Z EiSin Hiﬂiz—zi: Elr (19) ||?]|$12
H . o 060 of E$>25 GeV
ere(; is a unit vector from the event vertex to theg o
i g E;>25 GeV

thei-th calorimeter cellg; the energy in thé-th calorimeter
cell, andg; is the polar angle given by the event vertex and py'<30 GeVk.
the cog of thei-th calorimeter cell.

The nominal event vertex was determined using all track§ his resulted in a sample of 7262 events. Additionally, in-
in the CDC. At the DOstraight section, the collision point cluding a transverse mass cutMf;<110 GeVkt? left 7234
was slightly off-center az=—7.98 cm, having a Gaussian candidates.
width of 0=26.5 cm. The transverse momentum of the elec- Z boson candidate events were accepted with the require-
tron was calculated using the total energy and direction oments:
the cluster in the calorimeter. Since, the electron direction, as
computed above, may not intersect the nominal event vertex, i5|=<12 or [i|=15
a recalculation of thé; was done by using the vertex ob- EC125 95 GeV
tained from the electron alone. F@r—ee events, the event T )
vertex and the electron polar angles were determined using a
constrained fit of the measured variables of the two electrofs in the W boson sample, the module boundary edge cut
directions. The missing transverse energy used in this analyvas made for CC electrons only. For the fidatlata sample,
sis was based on calorimetric information alone and was ndnly events with both electrons in the C@§<12) were

corrected for possible muons in the event. used. This resulted in a sample of 395 candidate events with
both electrons in the CC. & boson mass cut which elimi-
B. Final W—ev and Z—ee data sample nated events outside a window ofZfn. <110 GeVkt? left

. . . _ 366 candidates. For some studies, events with one electron in
After electron identification and calculation of the missing i1« forward region |{¢|=15) were included. For resolution
7 )

transverse energy, the findl boson andZ boson candidate studies,Z—ee events had the additional requirement that

sam_ples_ were s.ubjected to the following selection crite.ria. events were not accepted when taken during the Main Ring
Fiducial requirements were placed on the electrons in th%ycle

W boson candidate events to select central electrfifj: Table Il lists the final number of events in the samples.
<12. Here,l'f7 is an integer index for the calorimeter tower Figure 3a) shows the transverse mass distribution of the
containing the most energetic cell of the electron cluster insentralw boson candidate events, before the transverse mass
the third EM layer. It is equal to 197 for particles which ¢yt and 3b) shows the invariant mass distribution of the
originate atz=0. In order to ensure no energy leakage intocentralz boson candidate events. Neither distribution is cor-

the uninstrumented regions within modules, electrons wereacted for the electron energy scale determiiresitu (see
restricted from the readout edgesdrby requiring that their - gec. |\).

impact to be within the central 80% of each module. An
additional requirement was imposed that no event have a jet
in which the fraction of energy in the CH section of the
calorimeter exceeds 0.4. This eliminated events with spuri- There were five primary data samples which are used in
ous energy depositions from the Main Ring. this analysis.

C. Data samples used in the analysis
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FIG. 3. (a) Transverse mass distribution \8f events andb) dielectron invariant mass distribution frofhevents. Both distributions are
shown before the application of fitting window cuts or energy scalieg Sec. IV.

W—evr sample: A sample of 7262V—ev candidates tum and/or on the reconstruction of the mass of well known
(prior to fitting and transverse mass cprovided the main particles. Both techniques have been used to calibrate the DO
data sample used to measure ¥Weboson mass. calorimeter. Since the absolute energy scale of the EM calo-

Z—e'e” sample: A sample of 395 centrad—e'e” rimeter was not known to the required precision, the ratio of
candidategprior to theZ boson mass ciutwas used along the measuredV boson andZ boson masses and the world
with the W—er sample to measure th& boson mass. A averageZ boson mass were used to determine \ttiéoson
slightly enlarged sample was used in the determination oMass. A number of systematic effects, common to both mea-
detector response parameters. surements, cancel in the ratio. Most notably, as will be dis-

Minimum bias samp|e: Asamp|e of approxima’[e|y S0,000CUSSGd in more detail below, the ratio was, to first order,
triggers, taken at various luminosities, was used for modelinsensitive to the absolute energy scale.
ing the underlying event(Appendix C includes a detailed The initial calibration of the calorimeter was provided by
discussion of how the minimum bias events were deployedransferring the calibration from a test beam to the collider
in the W boson analysis. detector, as discussed in Sec. II[36]. An important result

J/y—eTe” sample: A data set of approximately 50 ob- Of these test beam measurements was the demonstration that
ServedJ/w Candidates was used in the e|ectron energy Sca|g1e EM calorimeter is linear to better than 0.5% for electron
determination. energies exceeding 10 GeV. To complete the establishment

m°— yy—e*te ete” sample: A data set of approxi- Of the energy scale with the desired precision, it was neces-
mately 2500 observest® candidates was used in the electronS&y to determine to what extent a possible offset in the en-

energy scale determination. ergy response, as opposed to only a scale factor, was respon-
sible for the deviation of the rati 2% M5EP from unity.
IV. DETERMINATION OF PARAMETERS A strategy for establishing the final energy scale and pos-
IN MONTE CARLO SIMULATION sible offset in the response was implemented. Inherent to this

program is the assumption that the measured eneflj§®is

The extraction ofM,y relied on an accurate and fast related to the true energf™®, by a scalex and offsets :
Monte Carlo simulation. The details of the physics model

used in the simulation will be discussed in the next section. EMea= o E™+ 6. (20
However, many parameters such as calorimeter response, ef-

ficiencies, and resolutions, were input to the simulation and N€N, for @ two body decay whe&<(E1+Ea23)_, the mea-
were derived from the data. The focus of this section is aured mvananttrruneass of the decay produnt&™is related to
detailed description of how these parameters were detefl® trueé massn™* by

mined. The use of these parameters in the simulation appears meas._ - true

in Sec. V and the systematic errors Bl due to uncertain- M am T o1 @)

ties inherent in these parameters is described in Sec. VII. Here, f is a parameter that depends on the kinematics of the
decay and is given by
A. Electron energy scale
meas mea
Al calorimetric measurements rely on the determination o (ET*™* EZ"(1—cosy) (22)
of the overall energy scale using particles of known momen- mmeas
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where ET'5? are the measured energies of the two decay 5 097¢

products 'andy the opening angle between them. Whgis
small, f is nearly equal t&m™?7445. Hence, sensitivities to
6 can be different, depending dn

Consequently, the dependence of the measured ratio of
the W boson toZ boson masses oa,é can be estimated 0.94
from the relation

0.96 |

0.95F

0.93
MW(a,ﬁ) _MW 1) fWMZ_fZMW : i
MZ(a,a) meas Z |y o MZMW ) 0.92 — :;
23 091 F b
Here,f\y andf, correspond to average valuesfdfor the W 0,9_21- g .'-6". B
and Z bosons, respectively. Note that the determination of ‘ ’ )
M,y from this ratio is insensitive te if =0, and that the 8 (GeV)

correction due to a non-vanishing value féris strongly
suppressed due to the fact that WeandZ boson masses are
nearly equal.

The values ofx and § were determined from the analysis

Ofmio_”'dlf ' eve;\ts co?r:alnlng two—bodyt de_lf:r?ysi_ fo_rd WhICh i e ntification requirement was that one electromagnetic clus-
M’ " IS kKnown from other measurements. the fiqui argont?r be observed with two doubly ionizing tracks pointing to
calorimeter gains were measured to be stable over a period A The diphoton opening angle, was calculated from the

i 0 : - n
years, varying by less than 0.2% per year. Therefore, resultt§enter of gravity of those two tracks and the measured vertex

for the scale determined during one period of the eXPOSUrgs ibo avent. In this way, an approximation of the mass was
may be used during a different period. The three decays us lculated as '

are the Z—ee decays, measurements of’— yy—4e
states, and/— ee states. These three decays probe a use- 0

ful range inf. The reference mass values used as bench- m’;‘ﬁaS:(Edus)sinE, (24)
marks are: M,=91.1884-0.0022 GeV¢? [19], My

=3.09688-0.00004 GeV¢® [18], and m,0=134.976 \hereE,,is the cluster energgon average, approximately
+0.0006 MeVL? [18]. 5 Ge\) which is equal to the sum of the photon energies
Z—ee analysis:The strongest constraint on the energysince the photons are not resolved in the calorimeter. This
scale uncertainty comes from t#@eboson data. The fact that strategy assumes a symmetric decay. Figure 5 shows the sig
electrons fromZ boson decays are not monochromatic isnal and background, the latter determined from a single-
exploited by studying the invariant mass distribution as aconversion control sample. The invariant mass spectrum of
function of the variabldé, . Small values of ; correspond to  the background-subtracted signal compares well with a
the decay of highly boosted bosons with, on average, Monte Carlo simulation shown as the solid line in Fig. 6. The
higher energies. Thus an analysis of theboson sample measured mass i®,0=135.4+10.0 MeV/c?. The sensitiv-
directly translates into a constraint on both the energy scalgy to the energy scale and offset is determined by varying
and offset. This analysis was basedmoson events with  both parameters in the Monte Carlo simulation and perform-
both electrons in the CC which were required to pass théng a y? fit to the data. Since the response given in &f)
same selection criteria as the firalboson sample, except is the response per electron, the offset in response forthe
thatE;>10 GeV was required for both of the electrons. Theis §_o=44. This procedure maps out an allowed region in
data were binned irfi; and the distribution irm{s°*was fit  the (a,6)-plane shown as the dashed line in Fig. 4.
using a convolution of th& boson Breit-Wigner resonance  J/y analysis:A sample ofl//— ee events was also used
with a Gaussian resolution function. Using the standardn the EM energy scale determination. The data were col-
Monte Carlo generator(described in the next sectipn lected in a set of special runs and had an integrated luminos-
sample distributions inm,, were generated under different ity of ~100 nb. The L1 trigger required two EM triggers
assumptions fow and 8. A x? comparison was performed towers above a 2.5 GeV threshold with less than 1 GeV in
between the data and the Monte Carlo and thhecdnstraint  the corresponding hadronic towers. At L2, two EM energy
on « and § from theZ boson data, shown as the solid line in clusters above 3 GeV were required and the isolation fraction
Fig. 4, was determined. was required to bé,<0.4. Since the major background is
0 analysis:7° mesons were observed through their twodue to 7°— yy and »— yy decays in which one of the
photon decay and subsequent conversion to unresolvgshotons converts before it reaches the tracking chamber, the
e*e™ pairs. There is a 10% probability for each photon totrack associated with the electron cluster was required to
convert in front of the CDC, so that when both photons con-have an energy deposition in the tracking chamber of less
vert thedE/dx can be measured in the drift chamber and athan 1.5 times the energy deposition of a minimum ionizing
strategy for the identification of° decays is possible. The particle(MIP). In addition a cut was placed on the width of

FIG. 4. Constraints o and 6 from (a) Z— ee decays(solid
contouy, (b) J/y—ee decays(dotted liney, and (c) w°—yy
—4e decays(dashed lines
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_ _ togram is shown above the backgroufgbints. The line is a fit to
FIG. 5. The invariant mass from®— yy—e“e e’e” decay the signal plus background.

events(pointy. Also shown is the background contributiéopen
circles. The mass value fit for these data fisy,=3.032+0.035

, _ _ +0.190 GeVt?, where the first error is statistical and the
the cluster, defined as the average weighted distance of eagl-onqg is systematic. The systematic uncertainty is domi-

cell of the cluster from its center. The weights are the same ;iq by the extreme assumption of a nonlinear response

as those used in the position finding algorithm. The openinqo_lm GeVt?) and by the underlying event contribution
angle between the two electrons was determined from thﬁ).OSO GeVt?).

event vertex and the cluster positions in the calorimeter. Fig-
ure 7 shows a cleal/ y— ee signal above background. The
background mass distribution for th#¢ signal was ob-

tained independently by pairing EM energy clusters in the™ . ) : o . o
calorimeterl?n whichyat )I/egst or?e of the EI?/chIusters had ndation. Since there is additional jet activity close to the elec-

associated track. If there was an associated track, it was rgOoNs inJ/ ¢ decays fromb quarks, the contribution from the

quired to have an energy deposition greater than 1.5 MIPunderIymg event energy was evaluated using t_he simulation.
The remaining requirements imposed on the EM energ wo classes of events were generated consisting of only the

clusters were the same as in the analysis ofdbeevents. e+e‘_pair (.)f.theJ/ v depay and events correspondi_ng to the
full pp collision. The difference between the fully simulated

and the reconstructed mass was 80 M&V/This difference
was applied as a correction and an uncertainty of 100% was
assigned to this correction. Figure 4 shows the constraint on
a, 6 from the J/¢ analysis indicated by the dotted line.
Underlying event contributionBackground energy and
noise can contribute to the measurements of electron ener-
gies. The different environments fa,, m;o, and my,,
final states led to different corrections for each. Monte Carlo
studies specialized to the scale analysis plus the understand-
ing of instrumental effects lead to corrections fdr, m o,
andmy,,, of 0.17+0.05, 0.36-0.10, and 0.080.08 GeVt?,
respectively. The uncertainties on these measurements form
the dominant uncertainties in the determinationacénd &
for the 7° andJ/ ¢ analyses.
Combined analysisThe data from the three samples are
combined by adding thg? distributions. For the combined
x? the minimum value isy?=53.8 for 58 degrees of free-
dom, with a best fit of $=—0.158:0.016 GeV and
a=0.9514+0.0018. This is consistent with the result ob-
tained from theZ boson data only, but with substantially
FIG. 6. Background subtracted invariant mass from#f@vent  reduced errors. Figure 8 shows an enlargement of the region
sample(points compared to the Monte Carlo simulati¢ime). where the contours from the three data samples overlap. The

The model used for comparison to thg,, distribution

was anisSAJET [37] based simulation fobb production and
subsequent decay # ¢ followed by aGEANT detector simu-

x/ndf 8392 / 97

number of candidates
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= 0958 : : given by Eq.(15). In practice, inserting the offset as defined
e ' in Eq. (15) into Eg.(20) leads to
0.956 EMeas sTB 54 Elue (27)
0.954 demonstrating that thim situ determination ofs§ amounts to
a redetermination 06"®. Combining Eq.(27) with Eq. (15)
leads to
0.952 -
6 C
Efe=——+— 2 BS. (28)
0.95 N @ @
L T
] | i Using the redetermined values afand &, an overall offset
0.948 bt L S of —&8@=158/0.9514166 MeV was observed consistent

04 -0.3 —0.2‘ -0.1‘ ‘ . . .
8 (GeV) with the average energy loss by electrons in the material

before the calorimeter which was predicteddsaNnT Monte
FIG. 8. Expanded view of Fig. 4 showing versusé with the  Carlo simulation studies.

combined best fitshaded region The expanded lobé&lotted con-
tour) to lower values ofs is due to uncertainties in the low energy
non-linear response of the calorimeter. The contributions are from:
Z—ee decays (solid contou), J/¢—ee decays(dashed-dotted The scale of the measured recoil momentum differs from
lines), and m°— yy—e“e"e’e” decays(dashed lines the electron energy scale because the recoil measurement
also includes energy from hadronic showers and suffers from
shaded area is the contour obtained from the combineghe loss of energy in uninstrumented regions of the calorim-
analysis for a unit change in the combingtl eter. The response of the hadronic calorimeter relative to the
The main contributions to the systematic uncertaintiesesponse of the electromagnetic calorimeter was determined
were the underlying event correction and possible nonfrom Z— eeevents. InZ— ee events the transverse momen-
linearities in the energy response. Varying the underlyingum of theZ bosonp# can be obtained from either the mea-
event by the errors quzot.ed above changes the valugfef g, rement of the transverse momenta of the two electpfis
which the combinedy” is minimized by 2 MeV when o tom the recoil activity in the event pie¢. The latter was
varying the underlying event contribution to ti&) and by the way in whichp¥v was measured. To minimize the effects

tToSnO tl\r/llgvc\;\llr(])(rai?n\é?gr/:g :2: C;)onnstgb\tljvt;c;n \t/grti:f't;nkii%d:) of the energy reso_lutlon in the determlnatlpn of the hadronic
P 4 energy scale relative to the electromagnetic energy scale, the

fhomentum imbalance was measured with respect to the

best value fors by_52 Me\/_. Th_e dominant uncertainty n,6)-coordinate systemil2]. The 7 axis is defined as the
comes from a possible nonlinearity of the calorimeter andyisoctor of the two electron transverse directions. In the
has been addressed by studying test beam data. The t@q

B. Hadronic energy scale

; . Lne of the electrons, the axis orthogonal to thaxis is the
beam data permitted a small nonlinear response of the E 9

. : . ) _¢ axis (see Fig. 9. The » imbalance is then defined as

calorimeter and was parametrized by including a quadrati

term in the energy response of E@0), which was con- Nimp= P& 7+ P 5 (29)
strained by the test beam data to not exceed 1 part 4n 10

Allowing for a nonlinear response characterized by such
guadratic term and repeating the above analyses results in
allowed region ine,é indicated by the dotted line in Fig. 8.
The result is to decreas& by 200 MeV. The energy scale
parameters and their uncertainties are thus

Svith 7 a unit vector along they axis. If the electromagnetic
Ad hadronic responses are equah,, is zero. Since the
positive » axis is always in the direction ¢f$°, any system-
atic bias in the measurement gf° will manifest itself as a
bias in ;. If the difference is due only to a scale, then the
relationship between the two quantities can be characterized
by a proportionality constant.
The determination of the hadronic energy scale factor re-
a=0.9514-0.0018 53077 (26)  quires selection oZ— ee events with the same event topol-
ogy asW—ev events.Z—ee events were selected with at
where the first error is statistical and the second systemati¢east one electron in the central calorimeter. An additional
The effect of a possible quadratic response term was ineut to eliminate events which occur during the Main Ring
cluded as the asymmetric contribution to the overall uncereycle was imposed to ensure that no spurious calorimetric
tainty shown oné. depositions affecting the measurement of the hadronic recoll
The result described in this section constitutes the calibrawere present. As a consistency chezkboson events with
tion of the central EM calorimeteafter the initial calibration  both electrons in the central calorimeter have been used and
based on a transfer of the calibration from the test beama consistent result for the hadronic energy scale was ob-

5=-0.158+0.016'3% Gev, (25)
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tained. Three related determinations of the hadronic energy FIG. 11. ForZ—ee events(points with the same event topol-

response relative to the electromagnetic response have beegy asW events, the average value pf®- 7 is shown versus
B$°- 7. The line shown is obtained from a linear least-squares fit to

(1) The primary method of obtaining the calorimeter re- the data.
sponse used was the measurement of #hinbalance as

carried out:

e A

function of |p3° 7|, as shown in Fig. 1@). A least squares py range of interest to th&/ boson mass measurement, the
hadronic recoil is related to the electromagnetic energy by a

fit yields | ¢ 7| = x| p°- |, with x=0.83+0.03. The off-

set in response, obtained from the intercept of the fit with thesimple scale factor. The scalewas determined by a least
ordinate in Fig. 1(g), was measured to be-0.17+0.24
GeV. This result is consistent with zero. Figurgld0shows

the n» imbalance fork=0.83. The distribution is well de-

squares fit to the data, where the errors @fi°- 7 and
p$°- 7 have been determined using the known detector reso-
lutions. This method giveg=0.84+0.03. The offset in re-

scribed by a Gaussian distribution, centered at zero, with 8ponse is 0.060.25 GeV, consistent with zero. It should be
width of 4.2 GeV. noted that the contribution from the underlying eveitt
(2) A second, very similar approach to fixing the scale does not affect the determination efsince it is distributed
of the recoil system with respect to the dielectron system wagandomly with respect to th® direction. The component of
the measurement ofp?™" 7| as function of|p$® 7|, as underlying event which is under the electron is a negligible

shown in Fig. 11. The linear dependence shows that, over thgerturbation on the vector direction 6§

N
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FIG. 10. ForZ—ee events(pointy (a) the averagep imbalance versugt

P« i (GeVic)

(b)
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- ;7 is shown along with the line obtained from a linear
least-squared fit to the data afiil the » imbalance with a hadronic energy scale facter0.83 applied is shown with a Gaussian(itirve.
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was determined from the CC-C@®oth electrons in the CC

‘% 150 _z —ee calorimetey and CC-EC(one electron in each calorimeter
e . Z—eeevents. The hadronic response gave the same numeri-
o 400 [ cal result as that using the CC-derived scale alone within
ny errors which are negligible for this measurement.
+ 350 -
S r
T2 300 [ ;
= F C. Resolutions
250 |- 1. Electron energy resolution
200 [ The electron energy resolution was parametrized accord-
: ing to the relation
150 [
100 [ 2
) O \/C2 S N\? (32
50 [ E \/E—T E
:\

0

: .

M
100

PRI B
200

T I S WS R SRR
300 400 500
—¢
| B3° 17 (GeV?)

whereC, S, andN are the coefficients of the constant, sam-

pling, and noise terms, respectively. The values of the sam-
FIG. 12. Distribution of the averagép;'+p;>+E+)|* versus  pling and noise terms were those as derived from test beam
|p79? for Z—ee events. The line shown is obtained from a linear data. The test beam noise term was confirmed to agree with
least-squares fit to the data. the width of the pedestal distributions in the collider envi-
ronment. Smearing irfE; rather than inE is used in the
(3) The hadronic energy scalewas also determined us- sampling term because the resolution should become poorer
ing a third method which yielded both the hadronic energywith increasing thickness of the absorber plates at large
Scale and the magnitude Of the Underlying event vector. Thgng|es' Rep'acing the USLEIth ET Compensates for th|s
transverse momentum balancedr-ee events is given by  and allows the coefficiers to remain constant over all of the
central calorimeter. This observation was confirmed by test
beam dat$26,31]. The central values utilized in this analysis
were obtained from the test beam for the central calorimeter
and areC=0.015,S=0.13/GeV, andN=0.4 GeV. For the
EC, S=0.16yGeV.
The value for the constant term was determiireditu by
fitting the electron energy resolution to the observed width of

assuming again thap'®% = «|pS9. The cross term on the the dielectron invariant mass distribution of the—ee

right-hand side averages to zero since the underlying evei@/ents, fixing the width of th& boson to its measured value

vector is randomly distributed with respect to tAeboson  Of Zil“gol“:o-ooztfev[li]- I?ere was Ii';tle s?nsiti\{ity Ifor f
recoil system. Figure 12 shows the distribution gft+ 2 ~ Small values of the constant term, since for relevant values o
y g |p$ Pr E+ the energy resolution is dominated by the sampling term.

+Er|” versus|p79? for Z—ee events. Again, the data dem- A constant term oC=0.015 0% was obtained, where the

onstrate that there is a linear relation between the electrqs, o, is statistical only. The uncertainty on the shape of the

magnetic and hadronic energy scales. The straight line is a fHackground(discussed belowincreased the upper limit on
to the data and yields=0.83=0.03. This result is consistent he error to+0.6%.

with the value determined using the other two methods. The
intercept of the straight line fit yields the magnitude of the
underlying event vectojtiy| is 4.3+0.3 GeV.

Because there was no indication of a non-linear response The polar angle of the electron was determined using the
of the hadronic calorimeter with respect to the electromagz position of the electromagnetic energy cluster in the calo-
netic calorimeter, nor a sign of a measurable offset, the endmeter and the position of the center of gravity of the CDC
ergy scale for the hadronic recoil was taken to be strictlytrack. The angular resolution used in the Monte Carlo simu-
proportional to the electromagnetic scale with a scale ofation was therefore determined by the resolutions on these
x=0.83+0.04, the uncertainty of which was derived from two quantities.
the spread in the results among the three different methods. The resolution of the calorimeter hit position was deter-
No offset of the hadronic energy scale was included in themined using electrons fromW—er decays processed
Monte Carlo model. The effect of a possible non-linearity ofthrough a detailedsEANT Monte Carlo. Because of the
the hadronic response was included when evaluating the sysead-out geometry of the detector, it depended both on the
tematic uncertainty on the&/ boson mass. The only use of angle of incidence of the electron and its clustguosition,
the EC calorimeter in this analysis was in the determinatiorz,,s. It was parametrized as a Gaussian distribution having a
of the missing transverse energy. The hadronic energy scalgidth

Py + P+ Er=— pie— U (30)
Squaring both sides, one finds for the average

B3+ B+ Bl =B 2= 7|8+ |0l (3

2. Electron angular resolution
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FIG. 13. (a) The modeled resolution of theposition of the center of gravity of CDC tracks afla the distribution in the difference of
the intersections of the axis of the two electron tracks frord decays(pointg compared with the distribution from the Monte Carlo
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with resolution parameter£C=0.04, S=0.80yGeV and
N=1.5 GeV[26].

0(Zed = (P1+ P2 X |®[) + (Pa+ paX|w|)[zciud  (33) Thad \/ )
- \/C?+

N 2
Er E) 34

wherep;=0.33183 c¢cmp,=0.52281x 10" ? cm/degreeps
=0.41968 10 3, andp,=0.75496< 10 * cm/degree. The
angle w is the polar angle of the electrain degreey as
measured with respect to thg=0 axis of the detector.
The resolution of the position of the center of gravity of
the track was measured from— ee events using the inter- There were two main inefficiencies which affected this
sections of the two electron tracks with the beamline. Thaneasurement: those related to the hardware trigger, and
distribution of the difference iz position of the two inter- those related to electron identification criteria. Both effects
sections shows non-Gaussian tails which were represented @an potentially bias the measurement as these particular in-
the Monte Carlo program. The simulation generates a rescefficiencies depend on the kinematics. These efficiencies are
lution onzS” as shown in Fig. 1@). The model was veri- ~ determined from data as discussed below.
fied by comparing a Monte Carlo generated distribution of

D. Efficiencies

the difference in the intersections of the two electrons fibm 1. Trigger efficiencies
decays with that obtained from the data, and is shown in Fig. The main data sample was recorded with an on-line filter,
13(b). which required an electromagnetic cluster wigh>20 GeV

In the data analysis, the azimuthal angle of the electronyq E,>20 GeV. The trigger efficiency as function of the
was given by thep angle as measured by the CDC. The uffline electron and missing transverse energies was deter-
resolution was taken to be the CO{resolution and is mod-  mined using a single electron trigger as well as triggers with
eled as a Gaussian distribution with widi)=0.005 radi-  |ower requirements. After 27% of the running was com-
ans. For som& —ee studies electrons in the end calorim- pjeteq, the missing transverse energy calculation in the L2
eters were also used. The angular resolutions of thesgigger was changed to use the event vertex as measured by
electrons were modeled in the Monte Carlo program asghe | o system, rather than the nomirmt0 value. There-
Gaussian distributions with resolutian(¢)=0.015 radians fqre, two different threshold curves have been used in this

and 0(0)=0.015 radians. data analysis. Both thg$ andE requirements in the trigger
were more than 99% efficient for transverse energies greater
3. Hadron energy resolution than 30 GeV.

The recoil against the vector boson was modeled by as-
suming it to be a single jet. The transverse momentum of the
vector boson was smeared using the hadronic energy resolu- The recoil of thew boson may affect the electron identi-
tion determined both in the test beam and from analysis ofication, especially if the recoil system is close to the elec-
jetsin situ. It was parametrized as tron. A measure of the event selection biases can be obtained

2. Electron identification efficiency
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FIG. 14. Average value of the isolation versusfor electrons E [
0 [ISETE SR e, 0
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by studying identification efficiencies as a function of the o . .
quantityu; , which is the projection of the momentum recoil- FIG. 15. D'St”b“tf'on 9fff the isolation valudis, :]or electrons
ing against thaV boson along the electrdid4]: rom W— ev decays for differenti, ranges(points. The curves are

fits to the data.

u=pr°8& (35 _ S _

azimuth, re-analyzed, and the isolation re-evaluated. The tail
where@ is a unit vector in the electron direction. A bias in Of the isolation distribution obtained in this way was
the electron identification as function of would distort the ~ Well described by the fitting function. In addition, when fit-

lepton p; spectra. For example, an inefficiency of the elec-ting for the isolation distribution of the rotated sample, a
tron identification at high positive values of , when the ~Maximum variation in the efficiency of 1.5% was noted. To

recoil is close to the electron, would result in a soffgr be conservative, the efficiencies were shifted coherently by

spectrum.

The event selection efficiency as a function wf was
determined by studying the behavior of the energy isolationz -
fraction, f,,, of the electrons in the signal sample. Figure 14 2 1 b
shows the average isolation versydor the electrons in the i
W boson data sample. For negative valuesigf when the
recoil jet is opposite the electron, the isolation is constant. -
This indicates that for these event topologies the recoil sys- 095 L
tem did not affect the electron, as expected. For positive X

1.025

%)

Efficie

0975 |

values ofu; the isolation increases linearly with, indicat- 0025 L
ing that there was a “halo” of constant energy flow sur- i
rounding the direction of the recoil jet. The electron identi- 0o [
fication efficiency was determined by modeling the L
distribution of the isolation variable for different rangesugf og7s |
as shown in Fig. 15. The curves are the result of a fit to the i
data using a five parameter functional form. To determine 085 [

the electron identification efficiency as a functionwyf, fits
to the isolation distribution were integrated ovigy,. The
fraction of events withf ;,>0.15 constituted a determination
of the inefficiency due to the recoil jet spoiling the electron 08 T T T T T P L e
signature. The efficiency as function of is shown in Fig. 0 s 05 0 Y (GeV§0
: : : it
16 where the curve is a parametrized fit.
The dominant systematic uncertainty stems from the FiG. 16. Electron identification efficiency as a function wf
shape of the isolation distribution for values ©f,>0.15, (open crossegdrom data. The central curve is a fit to the data. The
above the trigger restriction. This was addressed by studyinguter curves show the allowed ranges for determining the system-
W boson events in which the electron cluster was rotated imtic errors.

0825 [
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two standard deviations of their total uncertainties and refit.“‘g 100 [
The band in Fig. 16 shows the resulting uncertainty on the 3 - Multi-jet Background

efficiency. G ool D_ata
o s — Fit
1] [
E. Backgrounds g 80
There was a dual approach to the treatment of back- i 70

grounds in this analysis. The process— rv—evvv is in- §
distinguishable fronW— ev and was therefore explicitly in- 60 |-
cluded in the Monte Carlo event generation. These decay:! ;
were generated with a 17.9% branching fraction for the de- 50 |
cay r—evv, where ther polarization was taken into ac- C
count. Other backgrounds are characterized by data and wer 40 |
added to the final distributions of the fitted variables. The i
determination of these background contributions is discussec 30
in this section. :
20 |
1. Backgrounds to W~ev events 10 r

The dominant source of background Wé—ev produc- i
tlon Was Standard QCD mU|tI-]et prOdUCtIOﬂ, Where One Of 0 o b b b b v b a1
the jets was misidentified as an electron and there was suk
stantial £ from jet energy fluctuations or non-uniform en-
ergy response. This background has been estimated using i, 17. Transverse mass spectrum of the multi-jet background

data from an inclusive electron trigger that did not impose anyptained from the datéopen crosses The solid line is a fourth-
isolation requirement at the trigger level. The backgroundyder polynomial fit.

sample is selected by requiring the same kinematic and fidu-
cial cuts as in th&V boson event sample but imposing anti- twice the error computed for this average; essentially, it en-
electron identification cuts on the EM energy cluster. Thesgompasses the central values of both measurements.

. P PRI s
50 55 60 65 70 75 80 85 90 95 100
M, (GeV/c?)

anti-electron selections are the combination of Since very few background events survived the kinematic
cuts, this method yielded only the overall background con-

fise>0.20 tribution leaving the shape of the background as a function

x2>250 of the transverse mass largely undetermined. Employing the
o 10. capability of the TRD to distinguish electrons, converted

photons, and pions a likelihood function was constructed em-

For multi-jet background events, it was assumed that th@loying the energy deposition in the TRD, the tratk/dx
shape of théf; spectrum at lowE; was the same indepen- in the CDC, and the track cluster match. Using an anti-
dent of the electron quality cuts. The distributiorfin of the ~ €lectron criterion based on this likelihood, slightly more
background sample was then normalized to the signal samplackground events survived the kinematic and acceptance
in the region G<E;<15 GeV. The signal sample was se- cuts, allowing a depermlnatlon of the deper)(jence of the
lected from the same trigger by imposing the standatd bPackground as function of the relevant quantities. The data
boson selection criteria. The ratio of the number of eventd0ints in Fig. 17 show the calculated transverse mass distri-
with E;>25 GeV for the signal and normalized backgroundbution of the background obtained this way. The line is a
distributions was then taken as the amount of background ifPurth order polynomial fit. The shape of the background in
the sample. There was a 0.3% variation in the amount ofePton transverse momentum can be described by an expo-
background due to how the sample is normalized and howentially falling spectrum with slope-0.086+0.059 GeV *
the background Samp|e was selected. and —0.129+0.055 Ge\fl for the E-?— and ET Spectra, re-

As a consistency check, the above procedure was repeatégectively.
with data taken with an inclusive electron trigger that re- The other background that has been considered is the pro-
quired the EM cluster to be isolated at the trigger level. ThecessZ— eeg, where one electron escapes detection and is not
signal sample was again taken as the events that pas¥ the measured(denoted byZ—e#g) giving rise to a transverse
boson event selection cuts. The background sample consisté@omentum imbalance. This background has been estimated
of those events which pass th&>250 ando,>10 cuts.  USiNg ISAJET [37]. To appropriately model the underlying
Since there was an isolation requirement in the trigger, th@vent in thelsAJET simulation, one minimum bias event was
background sample does not have the anti-isolation cut apeectorially added to thé; for the Monte Carlo data. The
plied as before. The two methods yielded results that ar@verall background contribution has been estimated to be
consistent within two standard deviations. The overall back{0.43+0.05%. The M, p$ and E; spectra for this source
ground fraction was taken to k&.6+0.8%. This is an av- are shown in Fig. 18. Th&; spectrum does not show a
erage of the two analyses which assigns a somewhat largdacobian edge because the detector is hermetic and the en-
weight to the first method. The uncertainty assigned is abowgrgy of the unidentified electron is typically well measured.
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FIG. 18. Spectra iffa) M1, (b) p§ and(c) E; for the Z boson background in the/ boson sample. The lines are fits to the data.

The solid lines for theM+ and p} spectra are from a poly- slope of —0.0447:0.018 (GeV£?) 2 for an invariant mass

nomial fit. TheZ; spectrum was parametrized using an ex-window of 70 to 110 GeW?2.

ponentially falling spectrum with slope0.20+0.03 GeV . The Drell-Yan andZy* contribution to the totaZ boson

The averagey, for this background is-12.5-0.6 GeV. production cross section was determined usingISRIET
Fi.gure 19 shows the distribution in transverse mass of th&jmuylation. In the mass range ¥0n,.<110 GeVt? the

dominant background sources to #eboson event sample. prejl-yan andZy* interference terms contributed 3% to the

The background has been normalized to the expected NUNsto| cross section. The background has an exponentially fall-
ber of background events in the data sample. ing spectrum with slope-0.03 (GeVt?)~L. The contribu-

tion to the background from multi-jet sources is thus 4.4%.

2. Backgrounds to Z»ee events Both the overall background contribution and its shape are in

The primary background t&@—ee events came from good agreement with the background determination for the

multi-jet production, with the jets fragmenting into a leading ¢"0SS section analysf$8].

0. Since the mass is determined from the resonant cross

section only, a correction also must be made for Drell-Yan

and Zy* interference processes. These backgrounds were V. MONTE CARLO SIMULATION

determined as a function of invariant mass and were included
at the fitting stage.

The total background contribution was evaluated by fit- TheW boson an& boson masses were extracted by com-
ting the m, spectrum to a relativistic Breit-Wigner convo- Paring measured distributions with those generated by a
luted with a Gaussian resolution function plus a background/onte Carlo simulation. To determine tkié boson mass the
falling exponentially inme,. For the mass range of interest, relevant distributions are those in transverse mass plus the
there is no distinction between a linear or exponential mode®lectron and neutrino transverse momenta. For determining
of the background. This method yielded a total QCD andthe mass oZ bosons the relevant distribution is in the di-
Drell-Yan background under th2° peak of 7.4%, with a €lectron invariant mass. The simulation was accomplished
with a generator which produced all of the basic processes,
incorporated the main features of thg D6tector, and was
capable of generating tens of millions of simulated events in
a few hours. This section describes the physics and detector
simulation. A comparison between the Monte Carlo simula-
tion and the data is presented at the end. Table IV lists the
parameters used in the Monte Carlo.

A. Introduction

Backgrounds to W—ev — Multi-Jet
E Wotv

Z—eé

Events / GeV/c?

N W A& OO N
T

B. W and Z boson production and decay

The simulation ofW andZ bosons relied on the choice of
o S a model for the physics processes involved. This physics was
50 55 60 65 70 75 80 85 90 95 100 divided into three partsi) the production model fow and
M, (GeVic) Z bosonsjii) the decay of the vgctor bosons afiid) back-
grounds. For th&V boson the basic processes generated were
FIG. 19. Normalized distributions in transverse mass of theW—ev, W— rv—evvr andW— yev; for theZ boson they
dominant background contributions to tié boson event sample. wereZ—eeandZ— yee. As discussed in the previous sec-

=y
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TABLE IV. Parameters used in the fast Monte Carlos. After generation of the kinematics of th& boson, the
_ _ mass dependence of the production cross section was folded
Descriptor Nominal value in, A relativistic Breit-Wigner line shape was used to model
EM energy resolution, samplingcC) S=13.0% the W boson resonance
EM energy resolution, constafi€C) C=1.5% )
EM energy resolutiqn, noiséCC.) N=0.4 GeV d_G(mz)Oc m (37)
HAD energy resolution, samplingcC) S=280.0% dm ) 2 m41“\2N
HAD energy resolution, constaE€C) C=4.0% (M°=Mgy)“+ M2
HAD energy resolution, noise€CC) N=15 GeV w
HAD energy scale k=0.83 )
Electron underlying event ES.=207 MeV whereM,y, andI'\y, are the mass and width of th& boson.
W width Iy=2.1 GeV In pp production, however, the mass spectrum differs from
7 width r,=2.5 GeV the strict Breit-Wigner resonant line shape of the partonic
# minimum bias events 10 cross section due to the variation of parton flux with parton
Minimum E Emigzso MeV momentum. This mass dependence has been calculated and
AR(ey) Y AyR(e'y)=O 3 the differential cross section is given by
Calorimeter position resolution 0(2)=0.7 cm )
CDC z.,,4 resolution MMZeoq=2.0 cmM d_/\[ocz_m ! %f (x))f m d_U(mz)
@ resolution o(¢)=0.005 rad dm ™ s Juzs x, ¥PYAY dm
1 do ) 38
tion, all backgrounds, except for thé— 7v decay, were not m }—d—m(m ) (38)
a part of theW or Z simulation and were dealt with sepa-
rately. with
1. Production of W and Z bosons
2 2
The triple differential cross section for vector boson pro- F= 2m” (1 %f (X)) f //{ m_) (39)
duction was assumed to factorize as s Jmas xg VPTHOPIsx

3 2
d—o = Cd_g Xd_al (36) Heref ) (X) is the probability that a quark or antiquagk
dprdydm ~dm  dp.dy in the (ant)proton carries a fraction of the (antjproton’s
momentum. In this equation a sum over glj’ pairs that
. lead toW boson production is implicit. The factoF is a

: SI%8imensionless guantity which will be referred to as the par-
refer to shapes rather than absolutely normalized quantitieg, , luminosity[45]. It has been parametrized as having an

The double differential cross section was generated on a gri xponential mass dependenee?™. The slope parameted

of pr andy points over the region-3.2<y<3.2 and 0 55 peen treated as a single number, calculated by evaluating
<pr<50 GeVk, in steps of 0.2 iry and 0.5 GeVE in pr.  he integral using the available parametrizations of the parton

;I'lello choices gf rt]he profductlilc_)n moglel, both based on th?jistribution functiong46] at a mass of 80 and 91 Geaf/for
ully resummed theory of Collins and Sopl@9], were con- v 1050 andz boson production, respectively. The small

dmass dependence gfwas included in the systematic uncer-
tainty. Table V lists the values g8 which are used folW

! . ) boson andZ boson production for different sets of parton
matcz the Igw ahndhhlr?im re.g|onsb. They udsed&‘ns LO Ddre”t_:)l distribution functions. The most recent sets which use nearly
Y.an at§[4 | whic ave since been up ated. The doubleyentica| modern input data are the Martin-Roberts-Stirling
differential cross section by Ladinsky and YupdB] (LY)  got A (MRSA) and CTEQ3M[47] sets. The relative contri-

emplpys a dlffe.r e_nt parametrization for the non-perturbatlveoutions for vector boson production are listed separately for
functions describing the, spectrum based on a fit to more \ jience quarks and sea-sea quarks. In the event generation

recent data. The differential spectra were generated for bo e widths of the intermediate vector bosons were fixed to

models using various parton distribution functions as input,oir  measured valuesI =212 GeV [38] and
Alternative grids within the LY model were used, distin- F(ZI):2 437uGev[1Vg]u rw=2. [38]

guished by a different choice of the non-perturbative param-
eters,g; (see Appendix A for more detajlsin order to prop-
erly keep track of the helicity states for the weak decay,
annihilations involving different combinations of valence The W boson decay products were generated in \the
guarks and sea quarks were dealt with separately. The defaldoson rest frame with an angular distribution depending on
double differential cross section used the LY productionwhich process, valence-valence/sea or sea-sea, is involved.
model with the MRSA[44] parton distribution functions. W™ bosons follow the angular distribution

Here, C denotes the appropriate constantds the rapidity

and Kauffman40] (AK) uses a next-to-leading order calcu-
lation for the highpt region [41] with a prescription to

2. Decay of W and Z bosons
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TABLE V. Parton luminosity slope, valence-valence—{v), valence-seay(—s) and sea-seasf-S)
contributions to théV andZ boson production cross section = 1.8 TeV.

W* production Z° production
B£>x100 v—v andv—s s—s B 100 v—v andv—s s—s
pdf (Gev? (%) (%) (GevY) (%) (%)
MRS E 0.980 82.7 17.3 0.869 84.7 15.3
MRS B 1.054 82.7 17.3 0.897 85.0 15.0
HMRS B 1.048 75.5 24.5 0.932 7.7 22.3
KMRS BO 1.022 79.2 20.8 0.908 81.4 18.6
MRS DO 1.220 78.9 211 1.077 80.9 19.1
MRS D'- 1.277 79.9 20.1 1.097 81.7 18.3
MRS H 1.264 79.0 21.0 1.104 81.0 19.0
MRS A 1.282 79.6 20.4 1.101 81.0 19.0
MRS G 1.297 80.3 19.7 1.107 81.6 18.4
MT B1 1.076 83.1 16.9 0.925 85.4 14.6
CTEQ 1M 1.204 79.6 20.4 1.038 81.3 18.7
CTEQ 1MS 1.206 79.9 20.1 1.030 81.6 18.4
CTEQ 2M 1.274 79.4 20.6 1.078 81.0 19.0
CTEQ 2MS 1.231 79.7 20.3 1.043 81.2 18.8
CTEQ 2MF 1.225 78.7 21.3 1.054 80.2 19.8
CTEQ 2ML 1.310 79.7 20.3 1.113 814 18.6
CTEQ 3M 1.224 79.7 20.3 1.051 81.1 18.9
GRV HO 1.237 82.0 18.0 1.095 80.5 19.5
w wt 3. Radiative processes
Ciz—o-N(l_Cosg*)2_ ldos _|_d0-” - P —
dydcos 6 2 dy dy Radiative W boson andZ boson decaysq’'q—W
—ev(y) andqg—Z—e€y), must be properly simulated in
1 dcr!"+ the Monte Carlo program to extract correct values Kby,
+(1+cos6*)* 2 dy (40 andM, (see Appendix B Because thee andev invariant

masses are smaller in these decays than the corresponding
where the subscripts ands refer to valence and sea contri- Vector boson masses, the experimentally measured mass dis-

butions, respectively, and the z direction is chosen along tributions were shifted toward lower values.
the proton direction. Her@* is the center of mass angle  The rates and distributions in lepton and photon momenta

between the electron direction and maaxis_ were generated t@(«) following referencg48]. Using this
The qa_)” production Cross section at t@eboson reso- calculation, in the decay of th# boson either of the elec-
nance is proportional to trons (but not both may radiate. InW boson decays, the
electron oW boson may radiate the photon. Approximately
(99%2+93%) (g}, 2+gh?)(1+cog 6*)+4glglal,ghcos6*.  30% of W—ev decays and 60% of —ee decays had a

(41 photon of 50 MeV or more in the final state. The calculation
does not include processes that in the limit of a zero width
Because the lepton charge is unmeasured, theftdsrm  hoson would be consideratly or Zy production. Therefore,
averages to zero. The leptons were therefore generated withygtial state radiation was not included in the calculation, nor
(1+cog ¢*) angular distribution and theu anddd contri-  was the production of a virtual high ma¥# boson which
butions to the production weighted with their respective cou-decays to an on-shel¥ boson and a photon. M/y andZy
pling strengthsgy?+g42. Heregy andg$ are the vector and production,M,, and M, were correctly obtained from the

axial-vector coupling strengths of quagkto theZ boson dilepton invariant massegv or ee) and they direction was
not strongly correlated with that of either lepton. Its presence
0y=19-2Qgsir? dy (42)  produced a background not fundamentally different from that
of other processes.
ga=14 (43 In implementing radiative decays in the Monte Carlo

simulation, three experimental scenarios were considéred:
with 13 the third component of the weak isospin a@¢ the  When they was produced inside the electron cone, taken to
charge of the quarkl] is +3 for the chargei quarks and be a radius o0R=0.2 in 7— ¢ space, they was measured as
—1 for the charge—3 quarks. The value sin9,=0.2317 part of the electron. The neutrino momentum, obtained from
[18] was used. the missing transverse energy in the event, was calculated
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correctly. Therefore, the invariant mass of e system is o 600

the W boson mass, and the transverse mass and transverg W= ev
momentum of theW boson was properly calculate(i) If 2 i

the y was far from the electron, that is outside a cone of "’g 500 |

radiusR=0.4, the photon retains its identity. The electron 10

energy was measured correctly, gnfibecomes part of the o I

recoil against theW boson, py/(meas)=py/(generated) £ 400 |

—p¥. The transverse mass of tee system was calculated :>:

correctly, but was shifted downward because ¢heinvari-
ant mass is smaller than tiW¢ boson mass. Therefor®]y
was mismeasurediii ) If the y was produced in the region
betweenR=0.2 andR=0.4, it alters the shape of the elec-
tron shower. Isolation and electron identification cuts then
resulted in inefficiencies that can affect heboson mass if
not properly simulated in the Monte Carlo. -
In the Monte Carlo simulation, the fraction of the elec- 100
tron’s energy in the region betweéh=0.2 andR=0.4 was
generated according to the experimental distribution mea-

300

200

sured inW boson events. The photon energy was added tc O T s e T e e o
the electron energy and the event was discarded if it failed Ly grart (10°"/cm?/s)
the isolation cut. If the event survived the isolation cut and

the radial distanc&., between they ande, was less than FIG. 20. Distribution in instantaneous luminosity of the

0.3, they momentum was added to the electron’s andwhe events used in th#&/ boson mass measurement.

boson mass was correctly calculated, as in the first “Ahe pile-up associated with multiple interactions. The use of

above. If the radial distance was greater tRap=0.3, they minimum bias events properly includes any residual energy

momentum was not added to the electron’s and the recong -, might be present from previous crossings as well as

structed W boson mass and transverse momentum Werggiector effects. A library of minimum bias triggers was cre-
shifted downward. ated in bins of luminosity in order to correctly simulate over-
lapping event and noise characteristics of the data. Events
C. Detector simulation were chosen according to the distribution of instantaneous
luminosities observed during the run as shown in Fig. 20.

| Thiﬂpr?dtgtl?n of I'kle“h(_)l_Od templ_z#es ol re?u(;red ; See the discussion in Appendix)&igure 21 shows th&
arge Monte Carlo samples. Twenty million generated events 4 17| scalak; distributions of the minimum bias events

were required to sufficiently eliminate effects of statistics i”used. The averagg is 3.93 GeV with an rms of 2.69 GeV.

the likelihood function. To study the effects of systematicThe mean total scald; is 67.1 GeV with an rms of 39.8

uncertainties many complete analyses were needed. Thgey (The total scalaE; distribution is shown for complete-

combination of these requirements made a fast detectqfess only, as this quantity is not used in the event modgling.
simulation essential. (iv) The generated and smeared recoil hadronic energy
After production and decay products were boosted inta/ector and the underlying event hadronic energy vector were
the laboratory frame, the parameters whose measuremenggperimposed on one another to form a simulation of the
were described in the previous section were utilized in thigotal hadronic deposition.
simulation as follows. (v) The vertex for each generated event was taken to be
(i) The energies of the generated electrons and radiativéhat of the minimum bias event.
photons, if they were present and retained their identity, were (vi) The efficiencies and cuts were applied to the smeared
scaled by the measured EM energy scale. The generatefiantities.
transverse momenta were then smeared according to the
measured resolution, as was the generated electron angle. 1. Underlying event discussion
(i) The transverse momentum of the recoil system was |n the data, the contribution from the underlying event
taken to be the negative of the generated transverse momegannot be separated from the measured recoil energy. In the
tum of theW boson,pi*°= —pY . Its magnitude was scaled simulation of theW events the recoil and the underlying
by the product of the measured EM energy scale and thevent were treated separately. The superposition in the
relative response of the hadronic and EM calorimetersMonte Carlo of the underlying event and the production of
Smearing was added according to the jet energy resolutionhe W boson and its decay is laced with intricate details.
The hadronic content oZ—ee events and the electrons Although the average energy deposition per read-out tower
from theZ boson decay were modeled in the same fashion ag minimum bias events was very small, its effect on e
W—ev events. boson mass measurement is of crucial importance mainly
(iii) The underlying event, denoted Ioi (L), was mod-  because the corrections were correlated with the electron di-
eled using collider minimum bias events, which mimic therection. Its presence affects not only the measurement of the
debris in the event due to spectator portion interactions andlectron energy but also the measurement of the missing
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FIG. 21. (a) E; and(b) S E distributions of the minimum bias events used to modelWhe ev andZ— ee underlying event.

transverse energy. Equatiqd4) shows that the neutrino In the following subsection, first the effect of the energy
transverse momentum differs from the measured missinfow of the underlying event on the measured energy of the
transverse energy because of the presencg: of electron will be discussed. The corrections to the measured
The clustering algorithm for electron identification usedelectron energy introduced by the zero-suppression will then
in this analysis was dynamic so the cluster size can varpe detailed.
from event to event. This complicates a description of the
underlying event contribution to the electron energy. How- 2. Underlying event energy and electron simulation
ever, the clustering approach was found to be numerically
equivalent to a window iri7,¢) space having a constant size tro
of 0.5X0.5. As this will facilitate the discussion, this window
analog consisting of a fixed set of 25 towers witfyxX A¢)
=0.1X0.1 will be used to illustrate the size of the effects of
the underlying event on the electron energy measurement.
Because a 0:80.5 window in (7,¢) space is used to
model the electron cluster, the cluster contains not only those o
cells which carry a very large energy because of the inciderherepy refers to the true electron transverse energy, folded
electron, but also those cells whose energies are just abovéth the appropriate resolution, an#® is the underlying
the zero-suppression threshold. To incorporate the effects @vent contribution inside the 25 towers defining the electron
the energy flow of the underlying event in the model, deteccluster. The latter term has been estimated fidravents by
tor effects needed to be taken into account, in particular théotating the electron cluster in azimuth and measuring the
effect of the zero-suppression. Calorimeter depositions weraverage energy flow per tower. Care was taken to ensure that
only read out if the absolute value of the magnitude of thethe rotated cluster was isolated and was not in proximity to
energy fell outside the zero-suppression limits. This result@ny jet activity. The energy flow per tower was found to be
in two distinct effects. First, small energy depositions due tol6.8 MeV. The average energy flow under the electron is
the low energy tails of the electron shower which fall belowthereforei?®= 25x 16.88=420@ MeV, with & a unit vector
the zero-suppression limit are lost, and a correction must bi the electron direction.
applied to the reconstructed electron energy. Second, the en- This contribution has also been determined from mini-
ergy read out for cells which are very close to the zero-mum bias events, spanning an appropriate range in luminos-
suppression threshold and which are part of the electron clusty. An average energy flow of 15.3 MeV per tower was
ter will on average register an energy due to the asymmetritound. The difference of 1.5 MeV between the two methods
pedestal distribution. This energy is not part of the true elecis attributed to the presence of thi¢ recoil. A value of 16.8
tron energy but is an artifact of the calorimeter readoutMeV per tower has been used in the simulation. The uncer-
scheme. To determine the true electron energy, the size édinty on the average energy flow is reflected in the system-
these effects must be determined. It should also be noted thatic uncertainty due to this source.
when a cell registers a very large energy, that energy is un- To each of the two terms in E¢¢4), a correction needed
affected by any instrumental effects, notably any zero+o be applied due to zero-suppression. Under normal running
suppression effects. Thus, it is important to know how manyconditions, calorimeter cells were not read out if the signal
towers a typical electron occupies. was within Zr of the mean pedestal for that channel; that is,

The 0.5<0.5 window in(7,¢) centered around the elec-

n contains not only the energy of the electron but also the
energy from the underlying event. The measured electron
transverse energy,ps, is thus given by:

=P+ 0 44
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the read-out was zero-suppressed. As a consequence, the tailgpied by the electron; 8 X 7.55%. When all of these effects
of the electron shower which fell within the zero-suppressionyere taken into account, an addition of an averagEfdg
limits, G?ZS, were lost. The average energy that was lost be=207 MeV to the generated electron along the electron di-

low the 2r zero-suppression threshold was estimated to béection was required in order to correctly simulate the mea-
(¢ =—152 MeV for electrons fromW decays, using a sured electromp+. This is indicated in the appropriate entry

detailedGEANT simulation. in Table IV.
Because the absorber medium in the calorimeter is ura-
nium, which is a naturgB-emitter, the pedestal distributions
were asymmetric. Additionally, some asymmetry in the ped- The measured recoil energy in the detector is a combina-
estal distributions was introduced due to the shaping eledion of the true recoil of th&V boson and the contribution of
tronics[26]. Therefore, even when no particle strikes a readthe underlying event. In the simulation the true recoil of the
out tower, the zero-suppressed energy read out for that towd¥ boson was taken to b@"° and the underlying event was
was on average not zero. This zero-suppression contributiosimulated using a minimum bias event. Therefore the mea-
has been studied by analyzing non-zero-suppressed mirsured recoil was given by
mum bias events. By comparing the energy perx@l
read-out tower measured in these events to the energy that mﬁrTecz—ﬁ¥V+ dr. (46)
results after applying the zero suppression offline, the energy
per read-out tower of EM and the first FH layers, was 7.55The underlying event vectai; was taken to be the sum of
MeV higher than in non-zero-suppressed events. It shoulthe E; of all calorimeter cells in the minimum bias event.
thus be realized that the average energy flow of 16.8 Me\However, a correction needed to be applied to the underlying
per tower, derived above, has two contributions. The firsevent energy vector due to the presence of the electrov in
contribution is from the true energy flow in the event, deter-events. Recall that in the data analysis the recoil momentum
mined to be 9.23 MeV per tower. The second contribution iswas determined by subtracting the electron transverse energy
an artifact of the zero-suppression, due to the asymmetritom the total measured transverse energy in the event.
pedestal distributions, which adds an energy of 7.55 MeVTherefore the energy flow under the electron from the under-
per tower to the read-out. lying event, pointing along the electron, should be subtracted
As mentioned before, a minimum bias event was used térom Gy . In the simulation, the recoil was thus calculated as
model the event underlying th& boson. The presence of the
electron from thew decay affected the energy flow in the nBF°=— Py +ly—05= — Py + Gy — 25X (9.23+ 7.558.
underlying event. Notably, the read-out towers occupied by (47)
the electron had a very large energy deposition and therefore
were not affected by the zero-suppression correction. For thiote the absence of th#°_term, which does not need to be
W data, the electron occupied on average 3B towers. applied here sincéy is from a minimum bias event in which
Therefore, applying the zero-suppression correction to all 2mo highp; electrons are present.
read-out towers of the electron cluster, which has been as- The underlying event model and the resolutiopifA® has
sumed above, is incorrect. This was corrected by applyingeen verified using they imbalance inZ boson events, de-
the correction to only the 17 channels within the cluster thatined previously. Since the magnitude of g in minimum
on average were zero-suppressed or, equivalently, by Sujas events was of the same order as that ofghef the
tracting out the zero-suppressed pedestal energy from the\fctor boson, the width of the distribution of témbalance
cells that on average were read-out with the electron. Thus, @ee Fig. 1(b)] was very sensitive to the underlying event

correctionty’ = —8x7.5% MeV needed to be applied to contribution. The rms of they imbalance distribution in Fig.

3. Underlying event energy and recoil energy

the energy flow under the electroii®. 10(b), after the correction for the hadronic energy scale has
To summarize, the measured electron transverse energyeen applied, ig=4.44+0.18 GeV. This is the band shown
in MeV, is given by in Fig. 22. The number of minimum bias events added to the

Monte CarloW event in order to mimic the underlying event
mPS=PS+ UGS + G2+ (Y = pS— 1528+ 25X (9.23+ 7.55@ was varied to match the width of the imbalance that was
® ® observed in the data. In this optimization the jet resolution
—8X7.5% (45  was held constant. The points in Fig. 22 show the Monte
. __ Carlo predicted widths as function of the number of mini-
with (1) pf the true electron transverse energy folded with itsmym bias events. The number of minimum bias events pre-
resolution; (2) G$ZS the energy of the tails of the electron ferred by the data wably, pac=0.98+0.06 events. Since
shower lost due to the zero-suppression, determined to his number is consistent with 1.0, one minimum bias event
—152 MeV; (3) G2 the energy flow from the underlying was used to model the underlying eventihand Z boson
event within the 0.%0.5 window in(7,¢) defining the elec- production.
tron cluster, given by 25 (9.23+ 7.55% MeV; and(4)ﬁ$‘;
the correction to the energy flow of the underlying event due

to the presence of the electron which corrects for the zero- The neutrino momentum is a derived quantity which fol-
suppression effect of the underlying event for the towers oclows directly from the electron and recoil measurements:

4. Underlying event and the neutrino momentum
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5 described above, in the Monte Carlo simulatidpwas ob-
" Data tain_ed from minimgm bias events. If there were a bi_ased
region of the calorimeter which madg; directional, this
+ Simulation effect would be accounted for in the Monte Carlo events.
Although the above is dependent on properly extracting
RMS(DatE) + 1 0 small energies in the calorimeter, many of the effects cancel

- in the ratioM, /M.
'RMS(Dats) // D. Application of efficiencies

/ After simulating the vector boson event kinematics, the
10

48

46

rms n-balance (GeV/c)
T T I T

44

efficiencies of the trigger as well as the electron identifica-
O T T T T T T tion efficiency as a function ofi, were applied, using the
measured kinematic quantities. Fiducial cutsjiand ¢ were
made as in the data. Using the measured quantities, the trans-
verse mass was calculated and the same selection criteria as
in the data were appliedn;>50 GeVk?; ES>25 GeVk;
Er>25 GeV; andpy'<30 GeVk.

RMS(Data) -

42

E-Y
T | LI
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08 08 09 09 1 105 11 115 1.2 E. Comparison of data with Monte Carlo calculation

number of min bias events

Comparisons of various distributions of the simulated

FIG. 22. Sensitivity of the width of they imbalance distribution ~quantities with data are shown in this section. The distribu-
to the number of minimum bias events used to simulate the undettions comparing the data and the results of the simulation are
lying event in the Monte Carlo simulatiofpoints. The line is the  area normalized. The Monte Carlo calculation was generated
result of a linear least-squares fit. The bafdistted-dashedcorre-  at the finalW boson mass value of this analysis obtained
spond to the nominal and1s measurements of the width i from the transverse mass fit. In the comparisons the data are
boson events. generally shown as points with statistical errors; the simula-
tion is shown as the histogram.

E —_ p[rec_ ge— _grec— ge_rij —GZ o .
T TmPT T mPT o Ul 1. Characterization of the W-~ewr candidates

=—pr = pr—Ur—Ur, (48) The primary measurables iW— ev events are the energy

and direction of the electrol and the transverse momentum

wheredr =0$ +0y° . Note thati;—5° represents the en- of the recoil . In addition, there are a variety of derived
ergy vector of the underlying event with the region that theduantities which are especially sensitive to the presence of
electron occupies excised. mefﬁmenmes or biases which serve as important check§. The

There are two equivalent ways to view the effect of theComparison between Fhe data and the Monte Carlo simula-
underlying event. If one uses for the neutrino momentum thdion for W—ev events in the electron polar angle c@g@nd
second line above, then the measured electron energy, if€ transverse momentum of thé bosonpy’ are shown in
cluding the contribution from zero suppression and the enFigs. 23 and 24. There is reasonable agreement between the
ergy from the underlying event, appears in the neutrino angimulation and the data in both distributions.
the electron inW decays and in both electrons Zhdecays. Because of its strong correlation with the lepton trans-
This correction then cancels in the ratio of the two masses/erse momentay,, defined previously, is an important
Then what is important is the amount of the underlying evengluantity. As was noted in Section IV D 2, a biasup dis-
energy which should be excluded from the determination oforts the available momentum phase space of the leptons and
the W boson recoil energy because it is inside the electrofiesults in a softer or harder leptgy spectrum, depending
cluster. Alternatively, if one examines the expression for theon that bias. Sinca, involves both the electron identification
neutrino momentum given in the third line above, only theéfficiency and the hadronic energy scale, it is advantageous
total recoil momentum and the total underlying energy enterto study the distribution in the angle between the recoil sys-
The zero suppression correction is still irrelevant, appearingem and the electron, as well as a distributionujnitself.
in the neutrino, thaV electron, and the two electrons from Figure 25 shows the distribution ipe;— ¢rec -
the Z boson decay. Now the correction to the electron energy Note that for smalb¥v, assuming perfect electron identi-
from the energy flow from the underlying event that appeardication, theW boson recoil would be distributed uniformly
inside the electron cluster does not cancel completely in th&n ¢ around the electron direction. However, the distribution
Mw /M3 ratio. iN ©e— ¢rec IS @asymmetric. There are two sources for this

The missing transverse momentum differs from the neuasymmetry. The dominant effect is simply the kinematics of
trino momentum because of the presenceipf This effect W—ev decays. For transversely boostéfibosons, on av-
has no counterpart iZ boson decays and it changes theerage the electron carries awp§~p}/2 along thepy di-
measured transverse mass and must be properly modeled. fetion, having a magnitude e M,/2 for small values of
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FIG. 23. Angular distribution of electrons frofV— ev decays
(pointg compared to the simulatiofnistogram. The asymmetry is
due to the fact that the luminous region was not locater=e@ cm

cos(9,)

in the DOdetector, but was rather centeredzat—7.98 cm.

p¥. This implies thatu,)~—(p%}/M,. Since the mean
value ofp}’ is approximately 9 Ge\d (see Fig. 24 (u,) is

bel = Orec (rad)

FIG. 25. Distribution of the angle between the recoil jet and the
electron in the transverse plane froM— ev decays(pointy com-
pared to the simulatiothistogram.

negative values afi;. The second effect which enhances the
asymmetry is due to a decrease in electron identification ef-
ficiency as function ofi,. The value ol is an indication of

about—1 GeV and the distribution in the difference in azi- e proximity of the recoil jet to the electron. For high posi-

muthal angle of the electron and the recoil tends to favotj,e values ofu

i the recoil jet is close to the electron and can
spoil its signature. The observed excellent agreement be-

S 800 tween the simulation and the data indicates that the event
3 C * Data kinematics and the electron identification efficiency are mod-
£ 70 - [ Simulation eled adequately. '
] : J¥/dof = 46.8/ 30 . Figures 26 a_nd 27 show the correlation betwéap and _
W g L p7 and p7. An important feature of the transverse mass is
i that, unlikep$ andp’, M+ is relatively uncorrelated with,
r as shown in Fig. 28. This shows clearly one of the advan-
500 |- tages of using the transverse mass to obtainVth&oson
mass. The correlation between and p¥ is shown in Fig.
400 r 29.
300 - 5 L
[ E r oy
200 [ =0 P,
= 5 ™
[ ~-5 - e
100 - [ *%_¢_
L R C —¢-
r 10 [ e ii’+'
0 T— T— T S | T— [ =
0 10 20 30 ‘15 o Data b
Pr (GeVie) oo L e
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FIG. 24. Distribution ofpy from W— evr decays(points com- pS (GeV/c)

pared to the simulatiothistogram. The mean of the dat@imula-

tion) distribution is 8.11 GeW (8.20 GeVkt). Both distributions

have the same rms, 5.97 GeV/

FIG. 26. Distribution of the mean, versusp$ from W—ev

decays(pointg compared to the simulatiof¥).
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FIG. 27. Distribution of the mean, versuspy from W—ev FIG. 29. Distribution of the mean, versusp¥ from W—ev
decays(pointy compared to the simulatiof). decays(pointg compared to the simulatiof¥).

Figure 30 shows the distribution in, itself. Note that invariant mass foZ boson spectra, and 100 Me¥/for the
there has not been a subtraction for background. The meapansverse momentum spectra.
value ofu, for the data is(u;)=—1.19+0.08 GeV whereas  An unbinned maximum likelihood fit was used to deter-
the simulation givegu;)=—1.13+0.02 GeV. An average mine the vector boson mass using the normalized Monte
correction for the QCD and—ee background has been Carlo spectra as templates. The log-likelihood was calculated
applied to the value just quoted f¢u) for the Monte Carlo.  for the data for the 21 different generated masses. Since the

The distribution ofu, , Fig. 31, defined as the projection templates were binned whereas the data were unbinned, a
of the recoil jet onto the axis perpendicular to the electronquadratic interpolation between adjacent bins in the tem-
direction, is a measure of the resolution of the recoil systemplates was performed. The log-likelihood values for the 21
Its mean value is close to zero, as expected. For the dagifferent vector boson masses were fit to a parabola and the
(u,)=0.025+0.087 GeV with an rms of 7.4 GeV; the simu- minimum was taken to be the fitted mass value. A decrease

lation gives(u, )=0.024 GeV with an rms of 7.5 GeV. of half a unit in the log-likelihood is the quoted single stan-
dard deviation statistical uncertainty.
2. Characterization of the Z»ee candidates The likelihood distribution need not be Gaussian, depend-

The measured quantities B ee events are the energy ing on the range of the parameter fit', the in'trinsic shape of
and direction of both electrons and the transverse momentuf® SPectrum and the resolution function. This is particularly
of the recoil system. Equally important are the determinatiorf’Ue for spectra with a sharp edge like the Jacobian peak in
of derived quantities of th& boson kinematics. Figures 32 the distributions considered here. Both quadratic and cubic
and 33 show the comparison in electron enegyand the p_onnom|aI fits were performed to the log-likelihood. The
transverse momentum distribution from the recoil Systemd|fferences were small and for all results presented here, the

rec values from the quadratic fit are quoted.
Pr- Any Monte Carlo-based fitting procedure should satisfy
the requirements that, if the procedure is applied to an en-
VI. FITTING PROCEDURE semble of Monte Carlo generated data samples, it returns the
input values with which the events were generated and, sec-

The Monte Carlo event generation was performed for 2]Dndly, that the rms spread of the values for the fitted param-

thU|:j|stant mass valuizn;)lgned at mtertvalszcgol('z/(l) ':%éw eter be consistent with the mean statistical uncertainty of the
€ transverse mass oson spectra, €%7 1IN fit to each individual data sample. This was done for an

ensemble of 125 generated data samples of 8000 events
each. The average statistical error for each of the three dif-
ferentW boson mass fits isé(M ) =130, §(p$) =183 and
S(py) =248 MeV/c?, respectively. The average fitted mass
values are M (M+)=280.410-0.013, M (p$)=80.398
+0.017 and M,(p¥) =80.420-0.021 GeVt?, in good

2
1
0

|
%

7

-+

(u,)(GeV)

a3 ZTF agreement with the input value of 80.400 Ge¥ivithin the

4 statistical accuracy of the generated templates. They are con-

5 E Dat sistent with the rms spread of the distribution of the fit-

6F $ Shmuation ted masses, rmb(;)=145+9, rmspS)=188+-12 and

L M S S rms(py) =237+ 15 MeVI/c?, respectively. Figure 34 shows
M, (GeVi/c?) the distribution of fitted mass values and fit uncertainty for

W bosons as obtained from a fit to the transverse mass for
FIG. 28. Distribution of the mean, versusM; from W—e»  this ensemble.
decays(points compared to the simulatiof¥). As discussed in the previous section, backgrounds were
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not included in the event simulation. Their effect on the mass 20 |
determination was taken into account through inclusion of -
the shape of the background spectrum in the likelihood dis- 19 |-
tributions. The background was properly normalized to the x ¢ ¢
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A. Results of Z boson mass fits FIG. 32. Comparison of the electron energy distribution from

The dielectron invariant mass spectrum for the Cemralzaeeevents(pomts) and the simulatiorshistogram.

central(CC-CQ event topology, with the corresponding best

fit of the templates to the data, is shown in Fig. 35. TheGeV/c?, which contains 5982 events. Placing the lower edge
events in the mass range Zfn,.<110 GeVt? were used at 60 GeVb2 removed most of the QCD background. Since
to extract theZ boson mass. The final fittefiboson mass for  the probability for finding events in the very high transverse
events which require both electrons in the central calorimetemass tail was small, relatively small fluctuations in the num-
is ber of observed high transverse mass events can significantly

affect the fitted mass. Given that the high transverse mass talil
M,=91.070-0.170 GeVt2. (49

o
The error is statistical only. Figure 35 also shows the relatives gg

likelihood distribution and signed/y? of the fit for central- G |
central electrons. Nl ® Data
n C _I" Simuiation
- L 2 _
B. Results of W boson mass fits § 70 £ x/dof =21.6/25
N .-
The W boson mass was obtained from fits to the trans-"™' | Z—e'e
verse mass of th&V boson,M+ (Fig. 36, the electronp+ 60 -
(Fig. 37 and the neutring; spectrum(Fig. 38. The trans- C
verse mass fit was performed over the rangel B0;<90 50 [
>
r 40
S 600 [ :
[7] £ ® Data [
€ 500 - _I. Simulation 30
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w 400
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FIG. 33. Comparison between tieboson transverse momen-
FIG. 31. Comparison of the, distribution fromW—ev events  tum distribution as measured from the recoil systemZin-ee
(pointg and the Monte Carlo simulatiofnistogram). events(pointg and the simulatiorthistogram).
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FIG. 34. Distribution of(a) the fitted masses ant) the fit uncertainties from fits to the transverse mass distributions for an ensemble of
125 Monte Carlo generated data samples of 80608 ev decays.

of the QCD background was rather poorly known, a High  through Monte Carlo studies and are labeled “Monte Carlo”
cut of 90 GeVt? was also imposed. A transverse momen-in the tables. In these studies, high statistics Monte Carlo
tum range of 30 to 45 Ge¢/was used for fits to the trans- event samples were generated with the parameter in question
verse momentum spectra. There were 5520 events in the fitaried within its allowed range. These samples were then fit
ting range for the electron transverse momentum spectrurio the templates with the nominal settings to determine the
and 5457 events for the neutrino transverse momentum spesystematic error. The errors on these shifts reflect the statis-
trum. It should be noted that the fitting windows were placedtical error on the simulation. The sensitivityM /P,

on “uncorrected” energies, that is, electron energies whichwhere P is the parameter that has been varied, was deter-

had not been scaled as described in Sec. IV. mined from a linear fit to the shifts in mass over a represen-
The final fitted masses from the three spectra are tative range around the nominal value of the parameter. Val-
ues in the tables labeled “Data” are the shifts in mass when
Mw(M+)=80.350:0.140 GeVt? (500 the data are fit to a template in which one of the parameters
. ) deviates from its preferred value, with the others unchanged.
Mw(p7)=80.30G:0.190 GeVE (51 No error is quoted for these data shifts, since it would be

meaningless.

Mw(P¥)=80.045-0.260 GeVt?. (52)

The errors are again statistical only. Note that Wheboson A. Electron energy scale uncertainty

mass determination using the transverse mass is the most As discussed in Sec. IV A, many systematic effects due to
precise. After taking into account the small offset, whichthe calorimeter scale which are common to the measurement
resulted in a change of th& boson mass of 5 Me¥? as  of both theW and Z bosons cancel in the ratio of their

described in Sec. IV A, the measured mass ratio is masses. However, there are small effects that can bias the
measured boson mass in ways which do not cancel in the
Mw/Mz=0.881140.00154 (53) ratio, My, /M5, and they are discussed in the next section.

where the error is statistical only. 1. Uncertainties in M,

The first source of a possible bias in tAeboson mass
measurement is the background under théoson reso-

In this analysis, th&V boson mass was obtained from a fit nance. The nominal multi-jet background in tle—ee
to the spectrum in transverse mass defined in(E2). TheZ sample and the Drell-Yan contribution caused a shift in the
boson mass was obtained from a fit to the spectrum in infeconstructed boson mass of- 39+12 MeV/c?. The un-
variant mass of the two electrons, defined in Bd). In this  certainty on this correction has been estimated by varying the
section the uncertainties in the measured masses that coutbpe of the background which resulted in a change in the
arise from mismeasurements of the terms in these equatiomyerall background level from 3.2% to 8.2%. Such a varia-
are described. Note that the errors quoted will be those fotion in the background results in a variation of 20 Me¥in
the measuredV boson mass which is extracted from the Mz, which was taken to be the systematic uncertainty on the
ratio of the fittedW boson andZ boson masses; correlations Z boson mass from the background contribution. Other un-
between the two masses have been taken into account. certainties arose due to parton distribution functions, radia-

Unless otherwise noted, the determinations of the shifts itive corrections, and a small fitting error. Among these, the
mass due to the various uncertainties have been obtainethange in parton luminosity for the different parton distri-

VII. SYSTEMATIC SHIFTS AND UNCERTAINTIES
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FIG. 35. (a) The central dielectron invariant mass distribution Zoevents(pointg and the best fit of the simulatidihistogran, (b) the
corresponding relative log-likelihood distribution afel signed+/x? distribution.

bution functions was most significant. Varying the parton B. Uniformity of electron energy response uncertainty

Iummosny S.|°p¢B W'th'n.the range given _by the vVarious - ne gata were corrected for the observed azimuthal varia-
parton distribution functions considered in this analysis,,. - . .
1.030x 10 2< 8<1.113x 10" ?, along with the other effects tions in energy response of the different calorimeter mod-
results in an overall 35 Me\¢? uncertainty in theZ boson ules, reqlucmg the error fr(_)m_thls source to a negl|g|b_le level.
mass. Any residual non-uniformity in response was taken into ac-
count through the constant term in the energy resolution.
2. Total My uncertainty due to electron scale A non-uniform response im, however, can introduce a
As was noted in Sec. IV A, the largest contribution to thebias in the mass determination, arising from the fact that the
overall scale uncertainty was due to the numbeZ dfoson kinematic distribution of electrons fro boson decays dif-
events. This statistical component was 150 MeA//in ad- ~ fers from that inW boson decays. The electrons fra
dition, the uncertainty due to the possible nonlinearity in thePoson decays have a different averagéhan the electrons
calorimeter response as determined by the combingg, ~ from W boson decays, even when event samples are very
m,o, and M analysis(related to the uncertainty i) was large. Moreover, a non-uniformity can distort the differential
assigned as 25 Mef. Combining these in quadrature with distributions. A possible dependence of the calorimeter
the systematic uncertainties just discussed resulted in thesponse will thus not cancel in the ratio of the two masses.
overall scale uncertainty assignment which is rounded up to To address this, the response of the differgmegions of
160 MeV/c?. the detector were scaled in the Monte Carlo with respect to
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FIG. 36. (a) The transverse mass distribution f&4 events(pointg and the best fit of the simulatidimistogram, (b) the corresponding
relative log-likelihood distribution an¢c) signed/x? distribution.

the nominal uniform response. Two sets of scale factorsletector response and electronics gain variations contributed
were used, corresponding to the response of two EM modto the constant. The sampling term varies very little, from
ules measured in the 1991 test beam. These scale factoks9—-2.4 %, as the electrgun- is varied over the range 30—45
were applied in discrete steps ip following the read-out GeV/c. Therefore changing only the constant term and not-
geometry of the calorimeter, and varied from 0.985 to 1.013ng the change in th&/ boson mass was sufficient to accom-
over the central pseudorapidity range. The observed shifts ilodate most sources of uncertainty in the energy resolution.
fitted mass are listed in Table VI. Assuming thaesponse To study the dependence of the boson mass on the

of the test beam modules typified the variation in uniformity, "esolution, the constant term was varied in the Monte Carlo
a systematic uncertainty on th& boson mass from the Simulation. TheW boson mass increases if a resolution

transverse mass fit of 10 MeW was assigned due to this smaller than actually exists in the data is used in the Monte
uncertainty Carlo simulation. Better resolution in the Monte Carlo results

in a sharper Jacobian edge and the fitted mass shifts upward
to accommodate the larger resolution tail in the data. The
transverse mass distribution was most sensitive, since the
The electron energy resolution in the central calorimetedacobian edge was best preserved. Forphespectra the
was parametrized as discussed in Sec. IV C 3. Most effectsdge is smeared, due in part to the transverse boost &¥/the
which degrade the resolution affected the resolution functiomoson. Table VIl lists the changes W boson mass for all
constant term. For example, spatial non-uniformities in thehree fits when varying the constant term by 0.5% from its

C. Electron energy resolution uncertainty
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FIG. 37. (a) The electron transverse momentum distribution\idevents(pointg and the best fit of the simulatiaimistogram, (b) the
corresponding relative log-likelihood distribution afel signed+/x2 distribution.

nominal value of 1.5%. An uncertainty in the measuwd varying the CDC scale factor around the nominal value

boson mass for the transverse mass fit of 70 M@Wvas  within its tolerance of 0.002 for th#/ boson andZ boson

assigned according to this variation. data sample simultaneously, the uncertainty onvthboson
mass was determined to be 50 Me¥/

D. Electron angle uncertainty

. . o E. Hadronic energy scale uncertaint
The electron polar angle is defined by the position of the I s uncertainty

electromagnetic cluster in the calorimeter and the position of The energy scale of the vectalis and p7°°, which both

the cog of the CDC track. Recall from Eq18) in Sec. lll  include hadronic energy, was not the same as the scale of
that a scale factocpc, was applied during the data analy- g3, which contains only electromagnetic energy and was
sis to correct the bias in treposition of thecogof the CDC  calibrated by theZ boson mass. The relative hadronic to
track. The uncertainty in th#&/ boson mass due to the un- electromagnetic energy scale is set ustnigoson events and
certainty inacpc has been determined by applying varying the scale obtained ig=0.83+0.04. The sensitivity of the
scale factors to the position of the CDCcogin theW boson  measuredV boson mass was obtained by varying the value
and Z boson data and fitting to the standard templates. Byf « within its uncertainty in the Monte Carlo generation of
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FIG. 38. (a) The neutrino transverse momentum distributionWérevents(pointy and the best fit of the simulatidinistogram, (b) the
corresponding relative log-likelihood distribution afe} signed+/y? distribution.

the templates. The 0.04 variation in hadronic energy scalgarying the hadronic energy scale factor by 0.04 from
produced a 50 Me\W? uncertainty on théW boson mass its nominal value for all three fits. The mass obtained from
from the transverse mass fit, where an increase in thtéhe p$ fit was affected by a change in the hadron energy
scale factor resulted in an increase of the measWedmbson scale through the electron identification efficiency as func-
mass. Table VI lists the change W boson mass when tion of u;.

TABLE VI. Change inW andZ boson masses in MeW? if a non-uniform calorimetem, response is
assumed, bracketed by the variations observed for two EM modules exposed in a test beam.

AMy, AM,, AM,, AM,
7 response M+ fit (MeV/c?) ps fit (MeV/c?) pX fit (MeV/c?) M. fit (MeV/c?)
Module A —-6+16 —7+22 —49+30 —2*+6
Module B +5+16 —15+22 —26+30 —8*+6
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TABLE VII. Uncertainty on theW boson mass in Me\¢? due TABLE IX. Uncertainty on thewW boson mass due to a change
to a change in the constant term of the electromagnetic energly 0.1 in the number of minimum bias events underlying e
resolution by 0.5%. The upper numbers correspond to the loweevent. The upper numbers are the change in mass for a higher

constant term. average number of minimum bias events.

Monte Carlo Sensitivity Data Monte Carlo Sensitivity Data
AMy My (MeV/c? AMy, AMy My MeV/cz) AMy,

Fitted spectrum  (MeV/c?) aC % (MeV/c?) Fitted spectrum (MeV/c?) d# min.bias| 0.1 (MeV/c?)
M+ 817 —112+19 s M+ 1100+ 17 —117+5 1253
p§ Tetx22 —54+14 s p$ T39+23 —20.0£7.0 o®
p4 T5=30 —56+19 iy p¥ 1245+30 —286+14 Lo

F. Hadron energy resolution uncertainty The jet energy resolution also contributed to the uncer-

The resolution inp¥v had two components: the energy tainty attributed to the ove_rall ha}dronlc energy re_solutlon.
. r. Co : 7 Varying the sampling term in the jet energy resolution from
resolution of the recoil jet which is aligned with the recoll h ha' b b 2 \which
direction[49], and the underlying event vectdf which was 0.6 to 1.0 changes t oson mass by 65 Me'ef, whic
randoml ori,ented with respect to the recoil. In the MonteV&S taken to be the systematic error due to this source. Table
y P ' X lists the change in the mass from the different fits when

P =rec ; ;
Carlo the recoil momenturiy™ was simulated by assuming varying the sampling term of the hadronic energy resolution.

it is a jet with resolutiono,.4/E=80%/E as discussed

above. All of the uncertainty due to this quantity was pre-
sumed to be accounted for through variations in the sampling
term alone. The second contribution, that fraip, domi- The measured electron energy not only consisted of the
nated the overall resolution ip¥V. It was obtained directly ~€lectron energy itself, smeared by the detector resolution, but
from the experiment using minimum bias events chosen also included a contribution from the underlying event. In

the proper luminosity to simulate the underlying event. addition, there was a bias in the electron energy due to zero-

The data constrained the number of minimum bias event§uppression in the readout electronics. Following the discus-
t0 Ny piac=0.98=0.06. The nominal value used in the sion in Sec. V C the measured electippwas modeled as a
simulation was 1.0. The change\it boson mass for various Ccombination of four termsp$, G , 4f°, and 0. The
values of the number of underlying events is listed in Tableadditional contributions to the electron energy point, to a
IX. This includes the effect of resolution broadening and thegood approximation, along the electron direction with the
neutrino scale shift which results from changidg. The  magnitude of 207 MeV. The uncertainty on this has been
application of the randomly oriented underlying event hasestimated to be approximately 50 MeV. The measured neu-
the effect of adding an azimuthally symmetric component tarino momentum can be written in two equivalent ways:
the overall resolution for the total hadron energy vector. The
systematic uncertainty on the measuvédoson mass due to Er=—peC— B~ [Ur— %)= — preC— pe—lr— dr,.
the uncertainty on the number of minimum bias events is 60 (54)
MeV/c? for the transverse mass fit.

The mass determined from thE§ spectrum was, within  Using the second equation, the total recoil momentum and
errors, not affected by the hadron energy resolution. Whe the total underlying energy enter in the calculation of the
boson mass determined from the other two spectra wouldeutrino momentum. Both were well determined by e
increase if a smaller average number of minimum bias eventisoson andZ boson data. Using this approach, the overall
underlying theW boson were used in the Monte Carlo since uncertainty derived from the measured electron energy in a
the resolution improves. manner which did not completely cancel in the ratio

Mw/M,. The zero suppression correction here was quite

TABLE VIIl. Uncertainty on theW boson mass due to the
change inp¥’ scale by 0.04. The upper numbers are the change in TABLE X. Uncertainty on thV boson mass due to the change
mass when the}’ scale factor increases and the hadronic responsén the sampling term of the hadronic energy resolution by 0.2. The

G. Energy under the electron uncertainty

is closer to the electromagnetic response. upper numbers are the change in mass for a larger resolution.
Monte Carlo Sensitivity Data Monte Carlo Sensitivity Data
AMy My (MeV/c? AMy, AMy My [MeV/c? AMy
Fitted spectrum  (MeV/c?) K 0.01 (MeV/c?) Fitted spectrum  (MeV/c?) 39S 10% (MeV/c?)
M T%x17 +12.1+1.3 e My Lox17 -31.5+6.0 3
p§ 738+ 23 +6.7+1.7 T3 p§ "2+23 —-25+7.8 "%
py Le81+30 —-30.3+2.5 T py t3~30 —-38.3+11.0 o8
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18 excluded. In the data, the number of towers used by the

L Egus,.ens / COSh(n) per Tower electron in the clustering algorithm varied event by event.

[ (L) =3.510%° cms” This uncertainty on thaV boson mass was evaluated by

17 - (EEMFHYy _ 15.3 MeV r_epeating the analysis_using another electron clustering algo-
i rithm that removed this error complete(gee Sec. VIII B.

i The difference inW boson mass between the two electron

16 - clustering approaches led to a 20 Me¥Lincertainty due to

i L this effect. These three uncertainties were summed in

i aa _"' ye '*}—A——A—_A_ guadrature to obtain the total uncertainty on ieboson

15 e * * e mass of 35 MeVé¢? due to the uncertainty in the energy flow

i 4 underlying the electron.

(EF™™") | Tower (MeV)

14| H. Production model uncertainty

In the generation of th&/ boson andZ boson events a
L theoretical model for the vector boson transverse momentum
B and rapidity spectrum was used. This production model had
an uncertainty associated with it which led to an uncertainty
i in the measuredV boson mass. Since parton distributions
12 e e T e and the spectrum ip}’ are correlated, this correlation was
in addressed in the determination of its uncertainty on\he
boson mass. To constrain the production model, both the
FIG. 39. Ave_rage transverse energy_fl_ow per_electron C|U3tefneasure(p$ spectrum as well as the published CBFbo-
tower as a function of; measured from minimum bias events. son charge asymmetry dd#0] were used.

The parton distribution functions were constrained by the
small, since it contributed to the neutrino and theboson = CDF measure®V boson charge asymmetry data. To accom-
electron, as well as the twid boson electrons. modate the variation allowed by the asymmetry data while at

Using the first equation the measured electron energy aghe same time utilizing the available data from all other ex-
peared in both the measured neutrino momentum and theeriments, new parametrizations of the CTEQ3M parton dis-
measured electron momentum fé¢ boson decays and in tribution function were obtainefb1]. The fit used to obtain
both electrons forZ boson decays. The correction to the these parametrizations included the CFboson asymme-
electron energy then canceled completely in the ratio of théry data with all data points moved coherently up or down by
W boson andZ boson masses. What is important is howone standard deviation. These parametrizations will be re-
much of the underlying energy a¥ boson recoil energy ferred to in the following as “asymmetry high” and “asym-
should be excluded from the event for tié¢ determina- Metry low,” respectively. Figure 40 shows the relative
tion, because it was inside the electron cone. The methoghange in the theoreticgir spectrum for these new param-
used to determine the uncertainty on Weboson mass from etrizations of the CTEQ3M parton distribution function with
the contribution due to energy under the electron followedespect to the nominal spectrum.
this approach. The pt spectra of the vector bosons were most sensitive

Three effects were identified that contribute to this uncer0 variations in the parametey,, which describes th&?
tainty. Figure 39 shows the average transverse energy flow iiependence of the parametrization of the non-perturbative
an EM tower plus the first FH layer versus tower indé¥)(  functions(see Appendix A Figure 41a) shows the change
It is seen that the energy flow was constantjimithin 0.5  in the p7 spectrum when the paramegy is varied signifi-
MeV for the central calorimeter. In the Monte Carlo a uni- cantly from its nominal value. Note that for lowy, the
form E; distribution was assumed and the deviation of a flaicross section varies by approximately a factor of two. Figure
distribution from that shaped like the data contributed ard1(b) shows the constraint og, by the Z boson data as
uncertainty of approximately 20 Mew? on the W boson  given by a simpley? test. For the estimate of the uncertainty
mass. on the W boson mass, the range fgr, was limited to

The second source of uncertainty stems from the fact that 20<g,<4o, which are conservative bounds in agree-
the underlying energy iV boson events was measured to bement with theZ boson data.

16.8 MeV per tower in the EM plus FH1 layers, whereas To assess the uncertainty due to parton distribution func-
minimum bias events yielded 15.3 MeV. In the Monte Carlotions andp¥’ input spectrum, the change W boson mass
an energy flow of 16.8 MeV was assumed. This difference ofvas noted when varying both the parton distribution func-
1.5 MeV, most likely due to the presence of thé boson tion, as determined by varying the measuvédboson charge
recoil, was treated as an uncertainty on the mass which igasymmetry, and thg, parameter simultaneously. The results
equal to (25 1.5)/2=20 MeV/c?. of the change iW boson mass are listed in Table XI. A total

The third source is due to the uncertainty on the numbeerror on theW boson mass of 65 Me\¢? has been assigned
of towers to be excluded from thE; of the underlying due to the uncertainty on the parton distribution functions
event. In the Monte Carlo, a region ofb =25 towers was and the inpulp¥v spectrum.
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1.2 Finally, the finite width of theW boson was taken as
CTEQ3M 2.1+ 0.1 GeV and the effect on th& boson mass due to its
115 | Nominal g, uncertainty was found to be 20 Med/A.

r4
T Nominal

I. Background uncertainty

/ do/dp
T

- Asymmetry high The presence of background caused a bias in the determi-
nation of the mass. The shift in mass has been determined by
including the nominal background spectra in the likelihood
templates. Systematic uncertainties arose due to the uncer-
tainty on the overall background contribution and the shape
of the background spectrum.

Asymmetry low The QCD multi-jet background contribution to the signal
sample is (1.6:0.8)%. The contribution af — ee, in which

09 - one electron is not identified, is (0.4%.05)%. The pres-

- ence of these backgrounds introduced a shift in measured
085 | mass of+33 MeV/c? and+ 4 MeV/c?, respectively, for the
transverse mass fit. The background levels have been varied
08 Ll within the quoted uncertainties. The shape of the QCD multi-
6 2 4 6 8 10 12 14 ;6 18 20 jet background for the transverse mass distribution was var-

Py (GeVic) ied as shown by the curves labeled “excursions” in Fig. 42.
) ) ) ] o Similarly, the shape of th&—ee background was varied.

FIG. 40. Ratio of predicted differential cross sectiorpand g o) systematic uncertainty &y, due to the variations
the noml_nal_cro_ss sectlo_n for new parametrizations of the CTEQSI\/fn the QCD andZ— ee background is 30 MeW? and 15
parton distribution function. MeV/c?, respectively. An overall uncertainty of 35 Med#/
has been assigned to the uncertainty in the background.

do/dp?
. B
T

095 -

The change iW boson mass obtained from high statistics
Monte Carlo studies for different parton distribution func-
tions, compared to the nominal MRSA parton distribution
function is shown in Table XII. An uncertainty of 50 The parameters used in the modeling of radiative decays
MeV/c? in the measuredV boson mass could be attributed were the minimum separation between the electron and pho-
to the choice of parton distribution function. Note that thiston for the photon to retain its identi., and the minimum
uncertainty is only listed for completeness. The more conserenergy of the radiated photdﬁ’;“”. The uncertainty in the
vative estimate, varying both the parton distribution func-value of these parameters led to an uncertainty in the mea-
tions and thep‘{v spectrum simultaneously, was taken as thesuredW boson mass. Uncertainties can also arise from inef-

J. Radiative decay uncertainty

final uncertainty due to these sources. ficiencies caused by the photon affecting the electron shower
L 40 L
3 240 CTEQ3M «, . [ p Distribution
H r 38 -
s i I CTEQ3M
g % [
s :
NE: 34 -
E L
3

32 [
30 [

28 [
e B
r v

i 24 |
08 [ ¥

22 [

06 [ r
Loty by v b by by by by vy by g b1y 20 T T S
0 2 4 6 8 10 12 14 16 18 20 -4 -2 0 2 4 6

pZ (GeVic) g

FIG. 41. (a) Ratio of predicted differential cross sectionp’é and the nominal cross section verspiswhen the parametaey, is varied
by multiple standard deviations from its nominal value in the Ladinsky-Yuan predictior(@rttie distribution iny? for a comparison
between data and Monte Carlo of tbé spectrum versus the variation 9§ in units of its standard deviation.
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TABLE XI. Shift in the W boson mass in Me\¢? when using different parametrizations of the parton
distribution functions anqb¥" spectrum. There is a statistical uncertainty of 17, 24 and 31 kfeWh each
value for theM, p$ andpy fit, respectively.

g, 20 o} g,+20 g,t+4o0
PDF (CTEQ3M) AMy, (MeV/c?) AM,, (MeVic?) AMy, (MeVic?) AMy, (MeV/c?) Fit
CDF Asym. high +32 +14 +50 +11 Mt
CDF Asym. nominal —-14 0 —-37 -30 M+
CDF Asym. low —55 —67 —69 —65 M+
CDF Asym. high +125 +51 +36 -60 o
CDF Asym. nominal +45 0 -93 —137 p$
CDF Asym. low —48 —127 —169 —-197 p$
CDF Asym. high +64 +80 +77 -17 Pt
CDF Asym. nominal +40 0 —43 -78 pt
CDF Asym. low —64 —69 —-141 —-121 Pt

shape, the effect of upstream material on the energy meao an uncertainty on th& boson mass of 10 Me¢f which
surement of photons and from theoretical uncertainties.  js the same as that found in the other method.

The electron photon separation param&gy was varied The dependence ofl,, on E™ was negligible. The

W boson mass was noted. From this, an uncertainty of 1@ccuracy of the measurement it was insensitive to this pa-
MeV on My, was determined. In a second independentameter.

analysis the correlation between the effect of a photon on the |n the modeling of radiative decays, only ordeg,, cor-
isolation as well as the topological requirements was takemections to the lowest order diagrams have been considered
into account through a full detector simulation. The four-and processes in which two or more photons are radiated
vectors of the decay products from radiative decay eventhave been ignored. Also, initial state radiation and finite lep-
were input to theGEANT simulation. The events, processed ton masses were not included in the calculation. This effect
using the standard reconstruction algorithms, were then sulivas been estimated to be 10 Me¥/and confirmed by a
jected to the same selection criteria as the data and electrggcent theoretical calculatidis2].

identification efficiencies were determined as a function of Since the effect of radiative decays was large and changed
Ef andR, . Modeling the resulting variation of the efficien- theW boson and boson masses in a way that did not cancel
cies determined in this fashion in the Monte Carlo led, againin the ratio, it was important to also evaluate the effect when

TABLE XII. Change in theW and Z boson masses in Me¥# with varying parametrizations of the
structure of the proton. Amounts quoted are relative to the MRSA fit. The asterisk indicates those parton
distribution functions considered obsolete for this analysis.

AMyy, AMyy AMyy
PDF M fit (MeV/c?) ps fit (MeV/c?) pX fit (MeV/c?)
MRSA — — —
MRSB*) —-90+19 —196+24 —86+34
MRSE®*) —136+19 —168+24 —198+34
HMRSB®™) —157+19 —280+24 —204+34
KMRSBO™) —175+19 —238+24 —244+34
MRSDO —74+19 —109+24 —26+34
MRSD'- —31+19 —9+24 +8+34
MRSH —30+19 —47+24 —70+34
MTB1(*) —135+19 —260+24 —144+34
CTEQ1MS*) —29+19 —109+24 —-1+34
CTEQ2M +20+19 +1+24 +53+34
CTEQ2MS 0-19 —26+24 +62+34
CTEQ2MF —59+19 —112+24 —84+34
CTEQ2ML +29+19 +19+24 +57+34
CTEQ3M —31+19 —75+24 —102+34
GRVHO —47+19 —88+24 —50+34
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% 100 TABLE XIll. Uncertainty on theW boson mass due to uncer-
% Multi-jet Background tainty on the electron identification efficiency as a function of the
O 90 [ ‘# Data quantityu, . The upper numbers are the change in mass when the
o~ [ II
a I — Nominal overall efficiency decreases.
§ 80 [ — Excursions
w r Monte Carlo Data
70 | Fitted spectrum AMy, (MeV/c?) AMy (MeV/c?)
60 I My t3+17 A
: ps Lesr23 a1
50 | pT 14330 o
40 |
i ergy but the probability of such loss is twice as large. Using
30 ¢ a GEANT simulation, a study of the effect of upstream mate-
! rial on the photon energy response was carried out. The pho-
20 ¢ ton response observed in tleEANT simulation was consis-
I tent with the response measutiadsitu, as described in Sec.
10 ¢ » IV A. Notably, the offset in response was found to be con-
TR A = et sistent with thein situ measurement. Combining all effects
%0 55 60 65 70 75 80 8 90 95 100 an overall systematic uncertainty of 20 Me¥/was as-
M, (GeV/c?) signed toM,y due to radiative effects.

FIG. 42. The measured multi-jet background distribution versus
M+ from the data(open crosses The allowed variations in the
shape of the transverse mass spectfdatted lines are shown. The 1. Trigger efficiencies
solid line indicates the nominal background distribution.

K. Efficiency and bias uncertainties

The effect of the uncertainty in the trigger efficiency has
. . been studied by varying the nominal trigger efficiency distri-
the photon is produced by bremsstrahlung in the central dgs iong in the Monte Carlo within the range determined by

tector. For thg photon to have an effect on the measWed the data. This resulted in an uncertainty on\Wiéoson mass
boson mass, it must be separated from the electrdm,ip) of 20, 20 and 60 MeW? from the M, p and p¥ fits

space by at 'e?‘?ﬁzo-z- I . respectively. In addition, th&/ boson mass was determined
The probability for radiating a photon is very strongly from a data sample that did not have tlie requirement

peaked at small angle(sc_ee Appendix B W't,h very little ._imposed at the trigger level. The resulting fitted value was
dependence on the fraction of the electron’s energy Camegifferent from that using the standard trigger by29+ 26

by the photon[53]. The photon never separates from theMeV/c2 The fitted mass from this sample was consistent
electron beyond a cone of 0.2 by radiation alone and there- y

fore external bremsstrahlung has no effect on\iidoson With th_e nominal fit result within the statistical uncertainty,
mass. taking into account the large overlap between the two data
As shown in Appendix B, the electron and photon Cansamples.
also separate if the electron undergoes multiple scattering
through a large angle. The angles resulting from multiple
scattering are generally larger than those produced in the The transverse mass is relatively uncorrelated with the
radiation itself, particularly when the electron is low in en- uncertainty inu,, unlike the fits to the lepton transverse
ergy. In spite of the possibly large angles between the eleanomentum spectra, which are very sensitive to this effi-
tron and the photon, the probability for this to occur is neg-ciency. The nominal variation in the electron identification
ligible and it can safely be concluded that bremsstrahlungfficiency encompasses the band shown in Fig. 16. The re-
and multiple scattering have no effect on the measWed sults of large statistics Monte Carlo data samples generated
boson mass. with the nominal variations of the efficiency are given in
A last issue regarding radiation is the energy loss by ion-Table XIIl. Also listed are the results of the change in mass
ization and by radiative processes where, for example, thehen fitting the data to templates generated with the differ-
electron radiates a photon that does not reach the calorimetent efficiencies. It is seen that the Monte Carlo studies and
but produces are*e” pair that loses energy byE/dx. the data exhibit the same behavior. The corresponding elec-
These processes affect thié boson andZ boson mass and tron identification uncertainty on th& boson mass is 20, 70
produce an offset in the energy scale, which was included imnd 115 MeV¢? from theM 1, p$ andp? fits, respectively.
the energy scale determination. Small offsets produced in
this way cancel to first order in the mean of the ratio of the
W boson toZ boson masses, since the energy is lost to both
the neutrino and the electron in eadhboson event in which The W boson mass was obtained from an unbinned maxi-
it occurs. InZ boson events only one electron loses the enmum likelihood fit in which the data were fit to transverse

2. Efficiency as a function of y

L. Error in the fitting procedure
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TABLE XIV. Summary of systematic errors on th# boson mass from the three mass fits. Those errors

that are strongly correlated with the measureloson mass are indicated by an asterisk.

a(My) a(My) a(My)
M fit ps fit py fit
Source Variation used (MeV/c?)  (MeVic?®) (MeV/c?)
Statistical 140 190 260
Energy scale 160 160 160
Other systematic errors 165 180 305
EM energy resolution C=(159) 70 35 35
CDC z scalé*) a=(0.988+0.002) 50 55 55
Hadronic energy resolution Shag=0.8+0.2 65 5 80
Underlying everft) ETOWe'= (16.8+1.5) MeV 35 35 35
'y I'y=(2.1+0.1) GeV 20 20 20
Hadronic energy scale aha= (0.83+0.04) 50 30 120
Number of minimum bias events  (1:®.06) 60 10 150
QCD background (160.8)% 30 35 35
Z—ee background (0.430.05)% 15 20 20
Electron ID efficiency parametrization 20 70 115
Radiative decays E™ Rey X 20 40 40
pr(W), pdf pt(W) variation 65 130 130
Trigger efficiency efficiency spread 20 20 60
Non-uniformity in test beam 10 10 25
Fitting error 5 10 10
Total 275 315 435

mass spectra which were generated for 21 different values ah each result, the first uncertainty is due to statistics, the

the W boson mass. The log-likelihood values for the differ- second is due to systematic effects, and the third is due to the
ent vector boson masses were fit to a parabola and the mirglectron energy scale determination.

mum was taken to be the fitted mass value. A decrease of
half a unit in the log-likelihood was the one standard devia-

tion statistical error. The likelihood distribution need not be  Tq verify the stability of thew boson mass result, con-

Gaussian, depending on the range of the parameter fit, thgstency checks have been performed in whichwheoson
intrinsic shape of the spectrum and the resolution functionmass is determined from various modified data samples.
The resulting log-likelihood curve was then non-quadratic.These samples include those in which the fitting window was
In addition, there will be fluctuations in the log-likelihood varied, additional selection criteria were applied, and a dif-
reflecting the Monte Carlo statistics. In order to determineferent electron clustering algorithm was used. Fully overlap-
the uncertainty, the fitting was redone with a cubic polyno-ping data samples were used to check the consistency of the
mial parametrization and the mass spacing was altered. Thigsults obtained from fits to thp§ and py spectra. Also,
led to the assignment of 5 Me¥®? for the uncertainty due to two-dimensional fits were done to check the consistency of
the M fitting procedure. parameters used in the Monte Carlo simulation.

In general, the data sample was reduced or enlarged in
these consistency studies. There was a large overlap between
the original data sample and the samples used to verify the

The systematic errors on th& boson mass as obtained result. In order to quantify this verification, define the mass

from the transverse mass, electron transverse momentum afdm the original data sampl&1i°™, and that from the
neutrino transverse momentum are summarized in Tab'@ample used in the verificatidd €. Then the estimator of

XIV. Th d Its from thi lysi : i W - :
- I'he measured mass results from this analysis aré  the independent statistical error on the difference in the two

results that were used is(M{y"—M{)") = o yN,/N;. Here

o is the statistical error on the original data sample, consist-
ing of N;+ N, events. The sample used for the consistency
check containedli, events. This is the error that is quoted for
the difference in mass for the consistency checks.

VIIl. CONSISTENCY CHECKS

M. Results of systematic errors

Mw(M1)=80.350-0.140+ 0.165+ 0.160 GeVE?;
Mw(pS)=80.3000.190+0.180x0.160 GeVt;

M (p¥)=80.045+ 0.260+ 0.305+ 0.160 GeVE?;

. A. Additional selection and fitting criteria
and from the transverse mass analysis,

To investigate the effect of multiple interactions, events

Mw/Mz=0.88114+0.00154t 0.00181= 0.00175. were selected with low hit multiplicity and a narrow time
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TABLE XV. Change inW mass from nominal for different TABLE XVII. The ratio of the W and Z boson masses when
subsamples of the data. Those subsamples for which the Montestricting thez range of the electron. The errors are the indepen-
Carlo templates were not modified are indicated by an asterisk dent statistical errors with respect to the nominal fitted mass.
Errors are statistical only.

Mw
Data subsample AMy (MeV/c?) 7 range RN,
One track in electron ro&ty —2+54 |9 <1.0 1.0003 0.0005
One reconstructed event vertek —76+76 | 77e| <08 1.0016-0.0012
Single interaction everfts —107+95 | 77e|<0'6 1.001]t 0.0019
p¥<10 GeVk —166+90 T : :

boson events the restriction was placed on only one of the

distribution in the small-angle scintillation countésee Sec. two electrons, ensuring that a variation in detector response
I D). This yielded a sample in which approximately 77% to the electron inW boson events was tracked in an identical
were single interaction events. Also events with one and onlynanner inZ boson events. Table XVII lists the resultant
one reconstructed event vertex and with only one track fronthange in the ratio of masses. The errors on the change were
the central detector in the electron road were selected. Tha&gain statistical errors only. The ratio, tabulated in Table
latter cut removed mainly events with a random track fromXVIl, was with respect to the normalized ratio for the nomi-
the underlying event. The change in fitt¥d boson mass nal » range. The ratio of masses did not change within er-
from the transverse mass spectrum, with respect to the nomiers. When the restriction was placed on both electrorig in
nal mass value for each of these cross checks, is listed inoson events, the ratio also did not change but had a large
Table XV. Note that the errors are statistical only. Any sys-statistical uncertainty due to the significant loss of events.
tematic error on the shifts is not included. The variation in mass was also tracked when the nominal

To test the event modeling, tlmé@’ cut was tightened to 10 fitting range in transverse mass was varied. Figure 43 shows
GeV/c and the result is listed in Table XV. When requiring the change i/ boson mass when varying the lower and
p¥V to be less than 10 Ge¥/ there is an additional uncer- upper edge of the fitting window for the fit to ti- distri-
tainty due to the error on the hadronic energy scale factobution. Changing the fitting window led to a negligible sys-
and change in background contribution, which have not beetematic trend.
included in the error estimate.

Another important check of the event modeling is testing B. Modified electron clustering
both the sensitivity and consistency of the result by tracking
the change in mass during the process of applying differen
cuts. As an example, the first column in Table XVI lists the

Electron clusters were found by the reconstruction pro-
ram using a nearest neighbor clustering algorifB&. The
: . . . number of calorimeter towers included in the cluster was
change W I_ooson mass from the nominal f'? whepin th_e ._dynamic and depended on the environment of the electron.
data is required to be less than 10 GeV W'thC.’Ut mOdIfyIngThis algorithm thus introduced an uncertainty on the amount
the templates. The change was rather dramatic for the mags underlying event energy included in the electron energy

from thepy spectrum. The second column lists the change iy ster and therefore an uncertainty on how much energy

mass when the templates are made consistent with the dalgas excluded from the underlying event for the calculation

Even though th&V boson mass is rather sensitive to the CUt ot the pY  In the discussion in Sec. V C the energy assign-
w. .

onuy, the fitted masses agreed well with the nominal value§, . «s" and the modeling of the underlying event are de-
when data and Monte Carlo were treated consistently, Indlécribed using a window algorithm for the reconstruction of

cating that both theY' scale andy, efficiency were modeled {ha glectron energy. The corrections necessary to translate
correctly. R these results to the cluster algorithm then had to be dealt with

To check for any systematic bias in detector responseyrgperly. These ambiguities can be completely circumvented
event samples were selected with different fiducial requirej 5 fixed electron definition is used. To verify the internal
ments. FolW boson events the range of the electron was  ¢qnsistency, thaV boson mass was also determined using a
restricted to electrons produced in the central region.Zor fixed size electron cluster.

The definition employed for the fixed size cluster is the

TABLE XVI. Change inW mass from nominal when applyinga 5 x5 window algorithm.” In this procedure, the electron
cut onu of 10 GeV. energy was defined as the energy in the 25 towers in the
region=0.2 in » and ¢ from the most energetic tower of the
electron cluster as found by the nearest neighbor algorithm.
Using the originaW— ev data sample, the electron energies
were recalculated using the<s window algorithm and the

AMy, (MeV/c?) AMy (MeV/c?)
Data, nou; cut Data,u;<10 GeV
Fitted spectrum MC, u;<10 GeV MC, u;<10 GeV

Mt +78 —-16 py was calculated with respect to the electron vertex, ex-
Ps —280 +40 cluding the 5<5 window occupied by the electron. The re-
p¥ +810 —45 gion excluded from the underlying event for the calculation

of the £+ was thus exactly known for each event. Subjecting
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FIG. 43. Change in fittellV boson mass when varying tk@ upper andb) lower edge of the fitting window from the fit to the transverse
mass spectrunfpointy. The horizontal bands indicate the btatistical error on the nominal fit.

these events to the standard event selection criteria yieldespectrum. The errors on the shift in mass are the statistical
7167 events, 7131 of which were in the nominal data samplesrrors due to the different number of events fit. Again, the
The fitted W boson mass obtained from this data sampleyesults are consistent with the nominal results for the fits to
using the window algorithm to define the electron, was 12the transverse momentum spectra.

MeV/c? lower than when using the nearest neighbor algo-

rithm. As noted above, a systematic uncertainty on \tie D. Two-dimensional fits

boson mass of 20 Me¥f has been attributed due to the

) - ) . Two-dimensional fits were carried out to check the stabil-
difference in these two approaches and has been included | .
; O ity and correctness of parameters used in the Monte Carlo
the underlying event uncertainty in Table XIV.

simulation. The first two-dimensional fit was performed on

the W boson mass and the constant term in the electron en-

ergy resolution. Rather than expressing the likelihood in
The nominal fits to obtain th&/ boson mass were per- terms of the constant term, which resulted in a very asym-

formed using events within a certain range either in transmetric likelihood distribution, it was expressed in terms of

verse mass or in transverse momentum. These event samplée energy resolution at an electrpp of 40 GeVk

did not fully overlap. Fully overlapping event samples are

obtained when applying a fitting window in one variable and R /C2+ S_ (55)

then utilizing the full unrestricted spectra in the other two 40— 40

variables, using all events in this window. Figure 44 shows

the p$ and py spectra with only the requirement that 60 whereS andC are the coefficients of the sampling and con-

<M<90 GeVk?. The change inW boson mass obtained stant term, respectively. The sampling term was taken to be

from a fit to these spectra 584+ 55 MeV/c? from the fitto ~ 0.13 and the constant term is varied. The error matrix for the

the p$ spectrum and+54+81 MeV/c? from fitting the p¥  fitin My, and Ryq is:

C. Fully overlapping data samples

L2 )
> =
S 350 | 3
© Q u
% r ® Data g 300 ® Data
‘g 300 _I" Simuiation z _I~ Simulation
3 [ x3/dof = 86.7 / 70 :>j 250 x2/dof = 92.8/ 70
5982 Events fit 5982 Events fit
250
» 200 |
200 T
i 150 |
150 | [
i 100 |
100 L
50 | 50 |
. .
0 ? 0 . | . 1 . 1 . | . 1 a
25 30 35 40 45 50 _ 55 60 25 30 35 40 45 50 55 60
(@) p} (GeVic) (b) Py (GeVic)

FIG. 44. The(a) electron andb) neutrino transverse momentum distribution for the events in the transverse mass winddw; 60
<90 GeVk? (pointy. The histograms are the best fits of the simulation.
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FIG. 45. The ¥ contour in the change iM,y and the electron
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with a correlation coefficient ofp=—0.4155. Figure 45 -0.4 1 15 2 25 3 35 4 4.5 5

shows the contour iM\, and R 4o for a change of 0.5 units  (b) Resolution at p}=40 GeVi/c (%)
in the log-likelihood. The values on the axes are with respect
to the central value of the fit. The fitte& boson mass was

higher by 26 MeVl_: compared to the yalue Obt"_’"”ed Wheg the electron energy resolution p§=40 GeVk. (b) The change in
,the constant term in the energy rqsolutlon was fixed at 1'5/(lhe fittedW mass versus the electron energy resolutiop$at 40
in agreement with the nominal fit. The error on the massgey/c.

from the two-dimensional fit was 156 Met#. For a fixed

value of the constant term the error would be 0456 p”  tent with the result obtained from tfZeboson data. The error
=142 MeVic?, consistent with the nominal fit result. The js jarge because tH&/ boson mass was not very sensitive to
fitted value for the resolutioisee Fig. 46)] was R4  the hadronic energy scale. The correlation betweenVthe
=(2.34+0.440)% which, assuming a sampling term ®f poson mass andc is given by p[a(My)/o(x)]=12.8
=0.13, corresponded to a constant termGof (1.1°99%.  Mev/c? per 1% change in scale factor. This is to be com-
This is again consistent with the result obtained from fittingpared to the sensitivity of 12.1 Me¥? per 1% change in
the width of theZ boson resonance from which the con- scale factor obtained in Sec. IV B.
straint on the resolution is actually slightly tighter. The cor-  |n conclusion, the mass values obtained for different sub-
relation between th& boson mass an®,, was given by  samples of the nominal data sample were all consistent
plo(My)/ (R4 ]=— 147 MeV/c? per 1% change iR,
which was also consistent within errors with the result ob- 0.1
tained in Sec. VII C and shown in Fig. 4$. i
A two-dimensional fit was also performed in mass and
hadronic energy scale facter The error matrix for this fit in
My andx is

3
o
N

FIG. 46. From fits of the simulation, in which the constant term
is allowed to vary, toV events:(a) The relative likelihood versus

Scale
o
(=4
(3]

\
Ap}?

( 0.0250 0.0043)1

0
0.0043 0.00312 57) i
with a correlation coefficient 0p=0.457. Figure 47 shows 005 -
the oneo contour inMyy, and . The values on the axes are
with respect to the central value of the fit. The fitidboson
mass was lower by 7 Me\%¢f compared to the value ob- T
tained when thep‘{" scale was fixed at 0.83, in agreement 0192 015 01 005 0 005 01 015 02
with the nominal fit. The error on the mass from the two- AM,, (GeVic?)
dimensional fit is consistent with the nominal fit keeping the  FIG. 47. The & contour in the change iM, and p¥ scale
hadronic energy scale factor fixed. The fitted value for thefrom fits of the simulation, in which thp¥ scale factor is allowed
hadronic energy scale factor was=0.834+0.056, consis- to vary, toW boson events.
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within the quoted statistical uncertainty. Moreover, whendard model prediction using the LEP data as calculated by
leaving crucial parameters in the event modeling as free pahe LEP Electroweak Working Groufd9]. Figure 48(bot-
rameters in the fit, th&V boson data preferred values for tom) shows the recently measured top quark nfdgsrom
these parameters which were completely consistent witthe DOCollaboration versus the world averagémass. The
those obtained from external constraints, a strong indicatiotop quark mass value used is
of the stability of the result.
my(D0)=172.0=5.1(stah = 5.5sysy GeV/c®> (58)
IX. CONCLUSION which is from the combined measurement of the dilepton and
A measurement of thé/ boson mass determined from the lepton plus jets channels. The standard model prediction for
transverse mass distribution using electrons in the centralifferent values of the Higgs mags4] is also shown as the
region of the DOdetector from the 1992-1993 Fermilab shaded bands.
Tevatron running in 12.8 pid has been described. The de-  Using the world averag@/ boson mass, the derived val-
termination ofM, was based on a ratio of the measui#d ues for the quantum corrections in the SM are
boson andZ boson masses, normalized to the world average
Z boson mass as determined by the LEP experiments. This Ar=0.03834-0.00885 and

measurement yielded \& boson mass value of
Ar o= —0.0224+0.00944.

M= 80.350+0.140+0.165+0.160 GeVt? ) .
The direct measurement of th'e boson mass gip colliders

and has an uncertainty comparable to that of other recerindicates the existence of radiative corrections in the stan-
measurements in a single channel. The first uncertainty igdard model at the-4.30 level and evidence of bosonic ra-
due to statistics, the second is due to systematic effects, artiative corrections at the-2.40 level.

the third is due to the electron energy scale determination.

The 160 MeVt? uncertainty due to the uncertainty on the ACKNOWLEDGMENTS
absolute energy scale has a contribution of 150 Mé\tue ) R
to the limitedZ boson statistics. The measured ratio of itie We thank the staffs at Fermilab and collaborating institu-
boson andZ boson masses is tions for their contributions to this work, and acknowledge
support from the Department of Energy and National Sci-
My /M,=0.88114 0.00154~ 0.00181-0.00175. ence FoundatiofU.S.A), Commissariat @ 'Energie Atom-

ique (France, State Committee for Science and Technology
Here, the first uncertainty is due to statistics, the second iand Ministry for Atomic Energy(Russia, CNPq (Brazil),
due to systematic effects, and the third is due to the electroBepartments of Atomic Energy and Science and Education
energy scale determination. (India), Colcienciag Colombig, CONACyYT (Mexico), Min-
Based on this measurement alone, the valued\foand istry of Education and KOSERorea, and CONICET and
Ar s, as defined in Eq97), (8), were determined to be UBACYT (Argenting.

Ar=0.0372-0.0160 and APPENDIX A: W AND Z BOSON PRODUCTION MODEL

Ar .= —0.0236+0.0170. The theory and phenomenology of productionéfindz
bosons can be divided into three regions of fheof the
This measurement alone is thus sensitive to quantum corregector boson. These regions are imprecisely ordered as fol-
tions in the standard model at the &.Bvel with evidence lows:
for bosonic radiative corrections with a significance ofdl.4 (1) The highpt region in which perturbation theory is
An average/N boson mass can be determined by combin-expected to be valid. This region is roughly 50 Ge\4dnd
ing the current result with recent previous measurementsabove.
The measurements are weighted with their uncorrelated un- (2) The low{pr region where perturbation theory is not
certainties. The correlated uncertainty for the most recenhelpful and soft gluons are freely emitted. There is a model
measurements is that due to proton structure as parametrizéat this process, and the validity of this theory is roughly
in global parton distribution function fits. For each measure-below 15 GeV¢. By far, the bulk of the cross section fav
ment, the uncertainty due to the common effect is removethoson andZ boson production is in this region.
to determine the uncorrelated error. Based on the 152 (3) The intermediate region for which there is no theoret-
and most recent CDF publicatidd5], the common uncer- ical description. Some analyses attempt to smoothly connect
tainty is taken to be 85 MeW?, the largest of the individual the two regions, beyond that which occurs naturally by sim-
uncertainties due to the uncertainty on the structure of th@ly adding the cross sections from region 1 to those of region
proton. This procedure then yields a world averdgdoson 2.
mass ofM,=80.34+0.15 GeVLt2. The Monte Carlo generation of the vector bosons relied
Figure 48(top) presents a comparison of the world’s di- on the resummation formalism of Collins, Soper, and Ster-
rect determinations oM,y including this measurement and man (CSS [39] which treats the emission of soft gluons in
the overallpp world average. Also showtband is the stan- region 2 by summing all contributions in impact parameter
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FIG. 48. The upper half of the figure shows thé @&ermination oM,y along with recent results from other hadron collider experiments
and thepp world averagesee the text for a discussion of the world average calculatiime band is the standard model prediction from
the combined LEP results. The lower half of the figure shows thel&8rmination of the mass of the top quark versus the world average
determination ofMy (x). The contour shows the allowed range in each value. The standard model pre@egothe tejtfor various

assumptions of the Higgs boson mass is indicated by the bands.

space. There are few free parameters in this model and it Here,Vvij(b*,Q,xA,xB) includes the convolution of parton

shown below that it satisfactorily matches thé Béta. The
triple differential cross section for production ofVdl boson

can be written

dO'(AB—>W)_7T 507 M2 1 fdzﬁi

dpldyd@ s”° (Q 2) @ o

X >, Wi (b*,Q,%a ,xg)e” SO*Q
]

X FP(0,Q,Q0.,Xa Xg)

+Y(pTvQ1XAvXB)'

pr-b

(A1)

densities for partons,j and the splitting functions, the
Cabibbo-Kobayashi-Maskawa elements, and the electroweak
parameters. The quantity is the invariant mass of the an-
nihilating partons, whilex, g is the Bjorkenx variable rep-
resenting the fraction of the colliding hadron’s momenta car-
ried by the annihilating partonQy is taken to be the lowest
scale where perturbation theory is presumed to be sensible.
The quantityo is for normalization. The Sudakov form fac-
tor S(b,Q) is fixed by the order inxg and is an integral over

a running scale. The combination of these terms describe
region 2. The quantity(pt,Q,Xa,Xg) contains terms which

are less singular thap; 2 and is the term which dominates

in the perturbative regime, region 1.
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The complication inherent in this formalism is the Fourier parton distribution functions. The LY fits result ig

transformation of the cross section, which involves an inte=0.11"33% Ge\?, ¢,=0.58'919 Ge\?, and g;=-1.5

gral over all values of the impact parameberThis is dealt +0.10 GeV'l. These central values have been used as the

with by regulatingb to behave well near the origin, forcing it nominal production model fow and Z bosons, with the

to tend to a constant as—0. In the CSS formalism, this major sensitivity tog,.

amounts to a replacement bf-b*=b/\/1+ b2/bm2 ae The

price for making this modification is the obligation to add a APPENDIX B: BREMSSTRAHLUNG

term to “replace” the missing contribution to the integral

from this b—b* substitution. This extra factor is the so-  The fraction of decays which involves radiation depends

called non-perturbative function, represented in &jl) as  on the minimum photon energﬁ';“", which was taken to

Fii". Theoretical arguments fix the form Bf]”, up to phe-  be 50 MeV. Figure 49 shows this fraction as functiorEgf"

nomenological parameters. for (&) W boson andb) Z boson decays. F& boson decays

There have been two efforts to determine the nonthe fraction of radiative decays is about a factor of two

perturbative function. One such recent fit is by Ladinsky anchigher than folW boson decays, as expected. For the default

Yuan[43] (LY) who parametrized the non-perturbative func- E’;““, 31% of theW boson decays and 66% of tEeboson

tion as decays were radiative. Only ordeg,, corrections have been

9 included and so processes in which two or more photons are

NP _ Ch2N 1. radiated were not generated.

Fij7(0,Q,Qo.Xa Xe) ex;{ b%9:~gzb ln(ZQo) For radiativeW boson decayd— ey, it is important to
determine the minimum spatial separation between the pho-

. (A2) ton and electron that would result in the photon energy not
being included with that of the electron by the reconstruction

. rogram. For events witlR= A 7%+ A ¢? above approxi-

The g parameters are not specified by theory, but are megz, a1y 0.2 the photon energy may not be added toptrr)]at of the

surable. A much earlier effort by Davies and Stirlif2] oo ron. Instead, it was reconstructed as part ofttisoson

(DS) used an identical parametrization, but essentially Witr\'ecoil. The neutrino energy was unchanged, but the electron
95=0. Recently_, Arr_lold a_nd Kanma[mo] (AK) employed_ energy is too low. Th&V boson andZ boson masses were
the CSS formalism including the DS fits, a NLO calculation e, 454 10w in a manner which does not cancel in the ratio.

for the Y term[41] (region 3, and a strategy of dealing with Since this effect is large, it is important to evaluate the effect

region 3. A computer program has be_en available for t_he AKwhen the photon is produced by bremsstrahlung in the cen-
approach. Likewise, the LY calculation was done with aNial detector

independent computer program which is identical in its cod- For the photon to have an effect on the measibson

i_ng of the CSS theory, but utilized a simp(a) calcula- mass, it must be separated from the electrofwip) space
tion for theY term. LY made no attempt to match the two by at leastR,,=0.2, that is
e'y bt ] )

regions. Both computer codes have been used in this analy-
sis.

This description ofW boson andZ boson production is
taken as theansatzfor the Monte Carlo production model. i i )
The more recent LY fits to modern Drell-Yan and colliger With A7=Ad/sin §=coshzAd, this can be written as
boson data constrain thge parameters and have been used
here as representative of the best available information. In ( Ad
this sense thg parameters function operationally like the sin ¥

—01093b IN(10XxXg)

An*+Ae*>RE, . (B1)

2
+Ap?>RZ, . (B2)
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FIG. 50. (a) Probability for an electron to radiate a photon in aluminuf=(13) as a function of the angle between the electron and
the photon in units of,/E, wherem, is the electron mass arfl its energy.(b) Relative probability for radiating a photon for different
values ofy=k/E, with k the photon energy.

Switching to coordinates measured with respect to the eledependence of the angle at which the photon is radiated.

tron Since scaled angles of 13,000 or more are needed, the photon
never separates from the electron by radiation alone and
Ad=w cosa (B3)  therefore bremsstrahlung has no effect onwWhboson mass.
_ The electron and photon can also separate if the electron
Ap= o SN a (B4) scatters through a large angle. The probability that an elec-

tron radiates a photon of momentum betw&eandk +dk in
dx in a medium with radiation lengtK, is [53,4§
wherew is the angle between the electron and the photon and dx dk
« the azimuthal angle of the photon with respect to the elec- _dxdk/4 4,
tron, one can write P(E.k)dkdx= Xo k |3 3y

sin &

. (B7)

) ) ) ey 2 The quantityy is the fraction of the electron’s energy carried
(@ cosa)”+(w sin a)™> coshy (BS) by the photony=Kk/E, andE andk are the electron and
photon energies. Integrating frok+ k,;;, to E one finds

or
P(E, k> ki) dx
Rey
: B6 dx| 4 1
coshz (B6) =% —3(n ymin+l_ymin)+§(1_y2min) dx.

The angle between the electron and photon must be greater (B8)
than 0.2 rad forp=0 and greater than 0.13 rad fgr=1. In o
units of my/E, wherem, is the electron mass anl the ~ FOr Ymin Close to 1 this gives
electron energy, this corresponds Eém,X »>13,000 for dx 1
an electron energf of 50 GeV andp=1. P(E,k>Kyin)dX= o | £+ —gz)dx (B9)

Figure 5@a) shows the probabilitg P/dw for radiating a Xo 6

photon at an anglew for the casey=0.1, wherey is the
fraction of the electron’s energy carried by the phof68].
The anglew is expressed in units ah./E. For all calcula-
tions in this analysisZ=13 (aluminum has been assumed 0.15X0.02~3% 1073, (B10)

and the energy of the electron has been fixeH+c50 GeV.

The probability decreases by four orders of magnitude athe 1 GeV electron can then scatter through a large angle
m./E-scaled angles of 50. Figure @) shows the relative [18]

probability for radiating a photon at an angleand its de-

pendence oy. Although the probability for radiating a pho- _ 3O MeV
ton is larger at smaly, after normalization, there is littlg Orms=V2 1 GeV 0.15=7.4 mrad. (B1D)

with {=1-yi,. For example, the probability that a 50 GeV
electron radiates a 49 GeV photon in O<45s
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FIG. 51. Distribution inw, in units ofm,/E, for radiativeW boson events in the central calorimeter &bdfor events where the photon
retains its identity.

The angles resulting from multiple scattering are generallyin which there aren interactions is given by

larger than those produced in the radiation itself, particularly

when the electron is low in energyof,,«~1/E). Neverthe- Ow

less, it is still difficult to separate the photon and electron P(W,n)=nP(n) Tinel’ (CD
sufficiently. The 7.4 mrad angle calculated above translates,

in units of me/E, into E/mx7.4x10 %~800, still small HereP(n) is the Poisson probability of interactions in the
compared to 13,000. The falloff in scattering is raflBhuss-  crossing,o /e the probability that the inelastic interac-
ian). If one considers a 50 GeV electron radiating 99.8% oftion is one in which aW boson is produced. The factor
its energy, the probability becomes smalkc 30" *. The re-  represents the number of ways one can choos&\tmson
sulting 100 MeV electron, however, can now multiple scattefinteraction from then interactions in the crossing. Note that

through a large angle, 80 mrad or 8000 in unitsQf/E. the probability of getting &V boson in a crossing is then
This situation is compared with radiati¥¢ boson decays

in Fig. 51(a) which shows the distribution i, in units of
m,/E, for radiativeW boson events with the electron in the P(W)=2> nP(n)
central calorimeter witlp$>25 GeVk. The distribution has "
a very long tail extending to values of 50,000 forAt small
angles ofE/m.X w= 10,000 the cross section is down by a
factor of approximately 200. Nevertheless, 21% of the event
have angles greater than 5000. FigurébbEhows the event
distribution inw for events in which the photon and electron
reconstruct as separate entities with the photon retaining its
identity. As was estimated above, the threshold at
E/m.X w is approximately 15,000.

ot (2

Tinel inel

which is the expected rate whén) is written in terms of the
luminosity and the inelastic cross sectiar), . The prob-

ability distribution of gettingn interactions in a crossing in
which there is aV boson is

P(n|W)=nP(n), (C3)

and has a mean value i)+ 1. This shows that the mean
number of interactions in a crossing in which there M/as
APPENDIX C: MEAN NUMBER OF INTERACTIONS <n>+1.

For the minimum bias trigger, the average number of in-

The library of minimum bias events was stored in bins of ;.- tions per crossin@i,;) given that there is at least one,

luminosity according to the following rule. Givenvd boson
event, recorded at a luminosity with corresponding aver-
age number of interactions per crossifip), the minimum
bias event, mimicking the underlying event, was taken at a
scaled value of the instantaneous luminosity, £ was cho-
sen so that the mean multiple interaction rate in Monte Carlo
generatedV boson events is the same as in Weéoson data The minimum bias events are chosen at a luminogity
sample. such that the meafn,,;»), as given by equation C4, is equal
The probability of getting & boson trigger in a crossing to (n)+1, where(n) is the mean number of interactions at

50PN ()
2 _P(n)  1-e (M)

n'=1

(Nemin) = (CH
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luminosity £ at which theW event was recorded. This guar- is a Poisson distribution, cut off at=1, while the number of
anteed that the mean number of interactions was correct. Theteractions inW events is a Poisson distribution, beginning
distributions in the number of interactions per crossing areat n=1. The impact of this difference in this analysis is
somewhat different, though. The minimum bias distributionnegligible.
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