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Measurement of theW boson mass
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We present a measurement of theW boson mass using data collected by the D0 experiment at the Fermilab
Tevatron during 1994–1995. We identifyW bosons by their decays toen final states. We extract theW mass
MW by fitting the transverse mass and transverse electron momentum spectra from a sample of 28 323W
→en decay candidates. We use a sample of 3563 dielectron events, mostly due toZ→ee decays, to constrain
our model of the detector response. From the transverse mass fit we measureMW

580.4460.10~stat!60.07~syst! GeV. Combining this with our previously published result from data taken in
1992–1993, we obtainMW580.4360.11 GeV.@S0556-2821~98!03519-X#

PACS number~s!: 14.70.Fm, 12.15.Ji, 13.38.Be, 13.85.Qk
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I. INTRODUCTION

In this article we describe the most precise measurem
to date of the mass of theW boson, using data collected i
1994–1995 with the D0 detector at the Fermilab Tevat
pp̄ collider @1–3#.

The study of the properties of theW boson began in 1983
with its discovery by the UA1@4# and UA2 @5# Collabora-
09200
nt

n

tions at the CERNpp̄ collider. Together with the discovery
of the Z boson in the same year@6,7#, it provided direct
confirmation of the unified model of weak and electroma
netic interactions@8#, which—together with QCD—is now
called the standard model.

Since theW andZ bosons are carriers of the weak forc
their properties are intimately coupled to the structure of
model. The properties of theZ boson have been studied i
3-2
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MEASUREMENT OF THEW BOSON MASS PHYSICAL REVIEW D58 092003
great detail ine1e2 collisions@9#. The study of theW boson
has proved to be significantly more difficult, since it
charged and therefore cannot be resonantly produce
e1e2 collisions. Until recently its direct study has therefo
been the realm of experiments atpp̄ colliders, which have
performed the most precise direct measurements of thW
boson mass@10–12#. Direct measurements of theW boson
mass have also been carried out at the CERNe1e2 collider
LEP2 @13–16# using nonresonantW pair production. A sum-
mary of these measurements can be found in Table XV at
end of this article.

The standard model links theW boson mass to other pa
rameters:

MW5S pa

&GF
D 1/2

1

sin uWA12Dr
. ~1!

in the ‘‘on-shell’’ scheme@17#,

cosuW5
MW

MZ
, ~2!

whereuW is the weak mixing angle. Aside from the radiativ
correctionsDr , the W boson mass is thus determined
three precisely measured quantities, the mass of theZ boson
MZ @9#, the Fermi constantGF @18#, and the electromagneti
coupling constanta evaluated atQ25MZ

2 @19#:

MZ591.186760.0020 GeV, ~3!

GF5~1.1663960.00002!31025 GeV22, ~4!

a5~128.89660.090!21. ~5!

From the measuredW boson mass, we can derive the size
the radiative correctionsDr . Within the framework of the
standard model, these corrections are dominated by lo
involving the top quark and the Higgs boson~see Fig. 1!.
The correction from thetb̄ loop is substantial because of th
large mass difference between the two quarks. It is prop
tional tomt

2 for large values of the top quark massmt . Since
mt has been measured@20#, this contribution can be calcu
lated within the standard model. For a large Higgs bos
massmH , the correction from the Higgs loop is proportion
to ln mH . In extensions to the standard model, new partic
may give rise to additional corrections to the value ofMW .
In the minimal supersymmetric extension of the stand
model ~MSSM!, for example, additional corrections can i
crease the predictedW mass by up to 250 MeV@21#.

A measurement of theW boson mass therefore constitut
a test of the standard model. In conjunction with a measu
ment of the top quark mass, the standard model predictsMW

FIG. 1. Loop diagrams contributing to theW boson mass.
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up to a 200 MeV uncertainty due to the unknown Hig
boson mass. By comparing with the measured value of thW
boson mass, we can constrain the mass of the Higgs bo
the agent of the electroweak symmetry breaking that has
to now eluded experimental detection. A discrepancy w
the range allowed by the standard model could indicate n
physics. The experimental challenge is thus to measure
W boson mass to sufficient precision, about 0.1%, to be s
sitive to these corrections.

II. OVERVIEW

A. Conventions

We use a Cartesian coordinate system with thez axis
defined by the direction of the proton beam, thex axis point-
ing radially out of the Tevatron ring, and they axis pointing
up. A vectorpW is then defined in terms of its projections o
these three axes,px , py , andpz . Since protons and antipro
tons in the Tevatron are unpolarized, all physical proces
are invariant with respect to rotations around the beam di
tion. It is therefore convenient to use a cylindrical coordina
system, in which the same vector is given by the magnitu
of its component transverse to the beam direction,pT , its
azimuthf, andpz . In pp̄ collisions the center-of-mass fram
of the parton-parton collisions is approximately at rest in
plane transverse to the beam direction, but has an und
mined motion along the beam direction. Therefore the pla
transverse to the beam direction is of special importance,
sometimes we work with two-dimensional vectors defined
the x-y plane. They are written with a subscriptT, e.g.,pW T .
We also use spherical coordinates by replacingpz with the
colatitudeu or the pseudorapidityh52 ln tan(u/2). The ori-
gin of the coordinate system is in general the reconstruc
position of thepp̄ interaction when describing the interactio
and the geometrical center of the detector when describ
the detector. For convenience, we use units in whichc5\
51.

B. W and Z boson production and decay

In pp̄ collisions atAs51.8 TeV, W and Z bosons are
produced predominantly through quark-antiquark annih
tion. Figure 2 shows the lowest-order diagrams. The qua
in the initial state may radiate gluons, which are usually ve
soft, but may sometimes be energetic enough to give ris
hadron jets in the detector. In the reaction the initial prot
and antiproton break up and the fragments hadronize.
refer to everything except the vector boson and its de
products collectively as the underlying event. Since the
tial proton and antiproton momentum vectors add to zero,

FIG. 2. Lowest-order diagrams forW andZ boson production.
3-3
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same must be true for the vector sum of all final-state m
menta, and therefore the vector boson recoils against all
ticles in the underlying event. The sum of the transve
momenta of the recoiling particles must balance the tra
verse momentum of the boson, which is typically small co
pared to its mass, but has a long tail to large values.

We identifyW andZ bosons by their leptonic decays. Th
D0 detector~Sec. III! is best suited for a precision measur
ment of electrons and positrons,1 and we therefore use th
decay channelW→en to measure theW boson mass.Z
→eedecays serve as an important calibration sample. Ab
11% of theW bosons decay toen, and about 3.3% of theZ
bosons decay toee. The leptons typically have transvers
momenta of about half the mass of the decaying boson
are well isolated from other large energy deposits in the c
rimeter. Intermediate vector boson decays are the domi
source of isolated high-pT leptons at the Tevatron, and ther
fore these decays allow us to select a clean sample ofW and
Z boson decays.

C. Event characteristics

In events due to the processpp̄→(W→en)1X, whereX
stands for the underlying event, we detect the electron an
particles recoiling against theW with pseudorapidity24
,h,4. The neutrino escapes undetected. In the calorim
we cannot resolve individual recoil particles, but we meas
their energies summed over detector segments. Recoil
ticles with uhu.4 escape unmeasured through the be
pipe, possibly carrying away substantial momentum alo
the beam direction. This means that we cannot measure
sum of thez components of the recoil momenta,uz , pre-
cisely. Since these particles escape at a very small angle
respect to the beam, their transverse momenta are typic
small and can be neglected in the sum of the transverse r
momenta,uW T . We measureuW T by summing the observe
energy flow vectorially over all detector segments. Thus
reduce the reconstruction of every candidate event to a m
surement of the electron momentumpW (e) anduW T .

Since the neutrino escapes undetected, the sum of all m
sured final-state transverse momenta does not add to
The missing transverse momentump”W T , required to balance
the transverse momentum sum, is a measure of the trans
momentum of the neutrino. The neutrino momentum com
nent along the beam direction cannot be determined, bec
uz is not measured well. The signature of aW→en decay is
therefore an isolated high-pT electron and large missin
transverse momentum.

In the case ofZ→ee decays the signature consists of tw
isolated high-pT electrons and we measure the momenta
both leptons,pW (e1) andpW (e2), anduW T in the detector.

D. Mass measurement strategy

Since pz(n) is unknown, we cannot reconstruct theen
invariant mass forW→en candidate events and therefo
must resort to other kinematic variables for the mass m
surement.

1In the following we use ‘‘electron’’ generically for both electron
and positrons.
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For recent measurements@10–12# the transverse mass

mT5A2pT~e!pT~n!$12cos@f~e!2f~n!#% ~6!

was used. This variable has the advantage that its spectru
relatively insensitive to the production dynamics of theW.
Corrections tomT due to the motion of theW are of order
(qT /MW)2, whereqT is the transverse momentum of theW
boson. It is also insensitive to selection biases that pre
certain event topologies~Sec. VI C!. However, it makes use
of the inferred neutrinopT and is therefore sensitive to th
response of the detector to the recoil particles.

The electronpT spectrum provides an alternative me
surement of theW mass. It is measured with better resolutio
than the neutrinopT and is insensitive to the recoil momen
tum measurement. However, its shape is sensitive to the
tion of the W and receives corrections of orderqT /MW . It
thus requires a better understanding of theW boson produc-
tion dynamics than themT spectrum.

The mT and pT(e) spectra thus provide us with tw
complementary measurements. This is illustrated in Figs
and 4, which show the effect of the motion of theW bosons
and the detector resolutions on the shape of each of the
spectra. The solid line shows the shape of the distribut
before the detector simulation and withqT50. The points
show the shape afterqT is added to the system, and th
shaded histogram also includes the detector simulation.
observe that the shape of themT spectrum is dominated by
detector resolutions and the shape of thepT(e) spectrum by
the motion of theW. By performing the measurement usin
both spectra, we provide a powerful cross-check w
complementary systematics.

Both spectra are equally sensitive to the electron ene
response of the detector. We calibrate this response by f
ing the observed dielectron mass peak in theZ→ee sample
to agree with the knownZ mass@9# ~Sec. VI!. This means
that we effectively measure the ratio ofW and Z masses,
which is equivalent to a measurement of theW mass because
the Z mass is known precisely.

FIG. 3. mT spectrum forW bosons withqT50 ~solid line!, with
the correct qT distribution ~d!, and with detector resolutions
~shaded area!.
3-4
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MEASUREMENT OF THEW BOSON MASS PHYSICAL REVIEW D58 092003
To carry out these measurements we perform a maxim
likelihood fit to the spectra. Since the shape of the spec
including all the experimental effects, cannot be compu
analytically, we need a Monte Carlo simulation program t
can predict the shape of the spectra as a function of thW
mass. To perform a measurement of theW mass to a preci-
sion of order 100 MeV, we have to estimate individual sy
tematic effects to 10 MeV. This requires a Monte Ca
sample of 2.53106 acceptedW bosons for each such effec
The program therefore must be capable of generating la
samples in a reasonable time. We achieve the required
formance by employing a parametrized model of the dete
response.

We next summarize the aspects of the accelerator
detector that are important for our measurement~Sec. III!.
Then we describe the data selection~Sec. IV! and the fast
Monte Carlo model~Sec. V!. Most parameters in the mode
are determined from our data. We describe the determina
of the various components of the Monte Carlo model in Se
VI–IX. After tuning the model we fit the kinematic spectr
~Sec. X!, perform some consistency checks~Sec. XI!, and
discuss the systematic uncertainties~Sec. XII!. Section XIII
summarizes the results and presents the conclusions.

III. EXPERIMENTAL SETUP

A. Accelerator

The Fermilab Tevatron@22# collides proton and antipro
ton beams at a center-of-mass energy ofAs51.8 TeV. Six
bunches each of protons and antiprotons circulate around
ring in opposite directions. Bunches cross at the intersec
regions every 3.5ms. During the 1994–1995 running perio
the accelerator reached a peak luminosity of
31031 cm22 s21 and delivered an integrated luminosity
about 100 pb21.

The Tevatron tunnel also houses a 150 GeV proton s
chrotron, called the Main Ring, which is used as an injec
for the Tevatron. The Main Ring also serves to acceler

FIG. 4. pT(e) spectrum forW bosons withqT50 ~solid line!,
with the correctqT distribution ~d!, and with detector resolution
~shaded area!.
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protons for antiproton production during collider operatio
Since the Main Ring beam pipe passes through the o
section of the D0 calorimeter, passing proton bunches g
rise to backgrounds in the detector. We eliminate this ba
ground using timing cuts based on the accelerator clock
nal.

B. Detector

1. Overview

The D0 detector consists of three major subsystems
central detector, a calorimeter~Fig. 5!, and a muon spectrom
eter. It is described in detail in Ref.@23#. We describe only
the features that are most important for this measuremen

2. Central detector

The central detector is designed to measure the traje
ries of charged particles. It consists of a vertex drift chamb
a transition radiation detector, a central drift chamber~CDC!,
and two forward drift chambers~FDCs!. There is no central
magnetic field. The CDC covers the regionuhu,1.0. It is a
jet-type drift chamber with delay lines to give the hit coo
dinates in ther -z plane. The~FDCs! cover the region 1.4
,uhu,3.0.

3. Calorimeter

The calorimeter is the most important part of the detec
for this measurement. It is a sampling calorimeter and u
uranium absorber plates and liquid argon as the active
dium. It is divided into three parts: a central calorimet
~CC! and two end calorimeters~ECs!, each housed in its own
cryostat. Each is segmented into an electromagnetic~EM!
section, a fine hadronic~FH! section, and a coarse hadron
~CH! section, with increasingly coarser sampling. T
CC-EM section is constructed of 32 azimuthal modules. T
entire calorimeter is divided into about 5000 pseudoproj
tive towers, each covering 0.130.1 in h3f. The EM sec-
tion is segmented into four layers, 2, 2, 7, and 10 radiat
lengths thick. The third layer, in which electromagne

FIG. 5. Cutaway view of the D0 calorimeter and tracking sy
tem.
3-5
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showers typically reach their maximum, is transversely s
mented into cells covering 0.0530.05 in h3f. The had-
ronic section is segmented into four layers~CC! or five lay-
ers ~EC!. The entire calorimeter is 7–9 nuclear interacti
lengths thick. There are no projective cracks in the calor
eter, and it provides hermetic and almost uniform cover
for particles withuhu,4. Figure 5 shows a view of the calo
rimeter and the central detector.

The signals from arrays of 232 calorimeter towers, cov
ering 0.230.2 inh3f, are added together electronically fo
the EM section only and for all sections, and shaped wit
fast rise time for use in the level 1 trigger. We refer to the
arrays of 232 calorimeter towers as ‘‘trigger towers.’’

Figure 6 shows the pedestal spectrum of a calorim
cell. The spectrum has an asymmetric tail from ionizat
caused by the intrinsic radioactivity of the uranium absor
plates. The data are corrected such that the mean pedes
zero for each cell. To reduce the amount of data that hav
be stored, the calorimeter readout is zero suppressed.
cells with a signal that deviates from zero by more than tw

FIG. 6. Pedestal spectrum of a central calorimeter cell, wh
the mean pedestal has been subtracted. The shaded region
events removed by the zero suppression.

FIG. 7. Response of the liquid argon in the central calorime
as monitored bya andb sources.
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the rms of the pedestal distribution are read out. This reg
of the pedestal spectrum is indicated by the shaded regio
Fig. 6. Because of its asymmetry, the spectrum does
average to zero after zero suppression. Thus the zero
pression effectively causes a pedestal shift.

The liquid argon has unit gain, and therefore the calori
eter response was extremely stable during the entire run.
ure 7 shows the response of the liquid argon as monito
with radioactive sources ofa andb particles. Figures 8 and
9 show the gains and pedestals of a typical readout cha
throughout the run.

The EM calorimeter provides a measurement of ene
and position of the electrons from theW andZ decays. Be-
cause of the fine segmentation of the third layer, we c
measure the position of the shower centroid with a precis
of 2.5 mm in the azimuthal direction and 1 cm in thez
direction.

We study the response of the EM calorimeter to electr
in beam tests@24#. To reconstruct the electron energy we a
the signalsai observed in each EM layer (i 51, . . . ,4) and
the first FH layer (i 55) of an array of 535 calorimeter
towers, centered on the most energetic tower, weighted b
layer dependent sampling weightsi :

E5A(
i 51

5

siai2dEM . ~7!

To determine the sampling weights, we minimize

e
the

r

FIG. 8. Percentage change in the central calorimeter gains
the course of the run.

FIG. 9. Change in the central calorimeter pedestals over
course of the run.
3-6
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x25(
~pbeam2E!

sEM
2 , ~8!

where the sum runs over all events andsEM is the resolution
given in Eq.~9!. We obtainA52.96 MeV/analogue to digita
converter ~ADC! count, dEM52347 MeV, s151.31, s2
50.85,s450.98, ands551.84. We arbitrarily fixs351. The
value ofdEM depends on the amount of dead material in fro
of the calorimeter. The parameterss1–s4 weight the four
EM layers ands5 the first FH layer. Figure 10 shows th
fractional deviation ofE as a function of the beam momen
tum pbeam. Above 10 GeV they deviate by less than 0.3
from each other.

The fractional energy resolution can be parametrized a
function of electron energy using constant, sampling, a
noise terms as

S sEM

E D 2

5cEM
2 1S sEM

AE sin u
D 2

1S nEM

E D 2

, ~9!

with cEM50.003, sEM50.135 GeV1/2 @25,26#, and nEM
50.43 GeV in the central calorimeter. The angleu is the
colatitude of the electron. Figure 11 shows the fractio
electron energy resolution versus beam momentum fo
CC-EM module. The line shows the parametrization of
resolution from Eq.~9!.

4. Luminosity monitor

Two arrays of scintillator hodoscopes, mounted in front
the EC cryostats, register hits with a 220 ps time resolut
They serve to detect that an inelasticpp̄ interaction has taken
place. The particles from the breakup of the proton give r
to hits in the hodoscopes on one side of the detector tha
tightly clustered in time. The detector has a 91% accepta
for inelasticpp̄ interactions. For events with a single inte
action, the location of the interaction vertex can be de

FIG. 10. Fractional deviation of the reconstructed electron
ergy from the beam momentum from beam tests of a CC-EM m
ule.
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mined with a resolution of 3 cm from the time differenc
between the hits on the two sides of the detector for use
the level 2 trigger. This array is also called the level 0 trigg
because the detection of an inelasticpp̄ interaction is a basic
requirement of most trigger conditions.

5. Trigger

Readout of the detector is controlled by a two-level tr
ger system.

Level 1 consists of an and/or network, which can be p
grammed to trigger on app̄ crossing in a number of prese
lected conditions are true. The level 1 trigger decision
taken within the 3.5ms time interval between crossings. A
an extension to level 1, a trigger processor~level 1.5! may be
invoked to execute simple algorithms on the limited info
mation available at the time of a level 1 accept. For el
trons, the processor uses the energy deposits in each tr
tower as inputs. The detector cannot accept any triggers u
the level 1.5 processor completes execution and accep
rejects the event.

Level 2 of the trigger consists of a farm of 48 VAXstatio
4000’s. At this level the complete event is available. Mo
sophisticated algorithms refine the trigger decisions, a
events are accepted based on preprogrammed condit
Events accepted by level 2 are written to magnetic tape
off-line reconstruction.

IV. DATA SELECTION

A. Trigger

The conditions required at trigger level 1 forW and Z
candidates are the following.

pp̄ interaction. Level 0 hodoscopes register hits cons
tent with app̄ interaction. This condition accepts 98.6%
all W andZ bosons produced.

Main Ring veto.No Main Ring proton bunch passe
through the detector less than 800 ns before or after thepp̄
crossing, and no protons were injected into the Main R

-
-

FIG. 11. Fractional electron energy resolution measured in be
tests of a CC-EM module for the data~d! and the parametrization
~solid line!.
3-7
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less than 400 ms before thepp̄ crossing.
EM trigger towers.There are one or more EM trigge

towers withE sinu.T, whereE is the energy measured i
the tower,u its angle with the beam measured from the ce
ter of the detector, andT a programmable threshold. Th
requirement is fully efficient for electrons withpT.2T.

The level 1.5 processor recomputes the transverse e
tron energy by adding the adjacent EM trigger tower with
largest signal to the EM trigger tower that exceeded the le
1 threshold. In addition, the signal in the EM trigger tow
that exceeded the level 1 threshold must constitute at l
85% of the signal registered in this tower if the hadron
layers are also included. This EM fraction requirement
fully efficient for electron candidates that pass our off-li
selection~Sec. IV D!.

Level 2 uses the EM trigger tower that exceeded the le
1 threshold as a starting point. The level 2 algorithm fin
the most energetic of the four calorimeter towers that m
up the trigger tower and sums the energy in the EM secti
of a 333 array of calorimeter towers around it. It checks t
longitudinal shower shape by applying cuts on the fraction
the energy in the different EM layers. The transverse sho
shape is characterized by the energy deposition pattern in
third EM layer. The difference between the energies in c
centric regions covering 0.2530.25 and 0.1530.15 in h
3f must be consistent with an electron. Level 2 also i
poses an isolation condition requiring

( iEisin f i2pT

pT
,0.15, ~10!

where the sum runs over all cells within a cone of radiusR
5ADf21Dh250.4 around the electron direction andpT is
the transverse momentum of the electron@27#.

The pT of the electron computed at level 2 is based on
energy and thez position of the interaction vertex measure
by the level 0 hodoscopes. Level 2 accepts events that ha
minimum number of EM clusters that satisfy the shape c
and havepT above a preprogrammed threshold. Figure

FIG. 12. Relative efficiency of the level 2 electron filter for
threshold of 20 GeV. The arrow indicates the cut applied in the fi
event selection.
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shows the measured relative efficiency of the level 2 elect
filter versus electronpT for a level 2pT threshold of 20 GeV.
We determine this efficiency usingZ data taken with a lower
threshold value~16 GeV!. The efficiency is the fraction of
electrons above a level 2pT threshold of 20 GeV. The curve
is the parametrization used in the fast Monte Carlo simu
tion.

Level 2 also computes the missing transverse momen
based on the energy registered in each calorimeter cell
the vertexz position. We determine the efficiency curve for
15 GeV level 2p” T requirement from data taken without th
level 2 p” T condition. Figure 13 shows the measured e
ciency versuspT(n). The curve is the parametrization use
in the fast Monte Carlo simulation.

B. Reconstruction

1. Electron

We identify electrons as clusters of adjacent calorime
cells with significant energy deposits. Only clusters with
least 90% of their energy in the EM section and at least 6
of their energy in the most energetic calorimeter tower
considered as electron candidates. For most electrons we
reconstruct a track in the CDC or FDC that points towa
the centroid of the cluster.

We compute the electron energyE(e) from the signals in
all cells of the EM layers and the first FH layer in a windo
covering 0.530.5 in h3f and centered on the tower whic
registered the highest fraction of the electron energy. In
computation we use the sampling weights and calibrat
constants determined using the test beam data~Sec. III B 3!
except for the offsetdEM , which we take from an in situ
calibration~Sec. VI D!, i.e., dEM520.16 GeV for electrons
in the CC.

The calorimeter shower centroid position~xcal, ycal, zcal!,
the center of gravity of the track~xtrk , ytrk , ztrk!, and the
proton beam trajectory define the electron direction. T
shower centroid algorithm is documented in Appendix
The center of gravity of the CDC track is defined by t
mean hit coordinates of all the delay line hits on the tra

l

FIG. 13. Efficiency of a 15 GeV level 2p” T requirement. The
arrow indicates the cut applied in the final event selection.
3-8
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MEASUREMENT OF THEW BOSON MASS PHYSICAL REVIEW D58 092003
The calibration of the measuredz coordinates contributes
significant systematic uncertainty to theW boson mass mea
surement and is described in Appendixes A and B. Us
tracks from many events reconstructed in the vertex d
chamber, we measure the beam trajectory for every run.
closest approach to the beam trajectory of the line thro
shower centroid and track center of gravity defines the p
tion of the interaction vertex~xvtx , yvtx , zvtx!. In Z→ee
events we may have two electron candidates with tracks
this case we take the point midway between the vertex p
tions determined from each electron as the interaction ver
Using only the electron track to determine the position of
interaction vertex, rather than all tracks in the event, ma
the resolution of this measurement less sensitive to the lu
nosity and avoids confusion between vertices in events w
more than onepp̄ interaction.

We then define the azimuthf(e) and the colatitudeu(e)
of the electron using the vertex and the shower centroid
sitions:

tan f~e!5
ycal2yvtx

xcal2xvtx
, ~11!

tan u~e!5
Axcal

2 1ycal
2 2Axvtx

2 1yvtx
2

zcal2zvtx
.

~12!

Neglecting the electron mass, the momentum of the elec
is given by

pW ~e!5E~e!S sin u~e!cosf~e!

sin u~e!sin f~e!

cosu~e!
D . ~13!

2. Recoil

We reconstruct the transverse momentum of all partic
recoiling against theW or Z boson by taking the vector sum

uW T5(
i

Eisin u i S cosf i

sin f i
D , ~14!

where the sum runs over all calorimeter cells that were r
out, except those that belong to electron clusters.Ei are the
cell energies, andf i andu i are the azimuth and colatitude o
the center of celli with respect to the interaction vertex.

3. Derived quantities

In the case ofZ→ee decays, we define the dielectro
momentum

pW ~ee!5pW ~e1!1pW ~e2! ~15!

and the dielectron invariant mass

m~ee!5A2E~e1!E~e2!~12cosv!, ~16!

wherev is the opening angle between the two electrons. I
useful to define a coordinate system in the plane transv
to the beam that depends only on the electron directions.
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follow the conventions first introduced by UA2@10# and call
the axis along the inner bisector of the two electrons theh
axis and the axis perpendicular to that thej axis. Projections
on these axes are denoted with subscriptsh or j. Figure 14
illustrates these definitions.

In case ofW→en decays we define the transverse ne
trino momentum

pW T~n!52pW T~e!2uW T ~17!

and the transverse mass@Eq. ~6!#. Useful quantities are the
projection of the transverse recoil momentum on the elect
direction,

ui5uW T• p̂T~e!, ~18!

and the projection on the direction perpendicular to the e
tron direction,

u'5uW T•@ p̂T~e!3 ẑ#. ~19!

Figure 15 illustrates these definitions.

C. Electron identification

1. Fiducial cuts

To ensure a uniform response we accept only elect
candidates that are well separated in the azimuth~Df! from
the calorimeter module boundaries in the CC-EM sect

FIG. 14. Illustration of momentum vectors in the transver
plane forZ→ee candidates. The vectors drawn with thick lines a
directly measured.

FIG. 15. Illustration of momentum vectors in the transver
plane forW→en candidates. The vectors drawn with thick lines a
directly measured.
3-9
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and from the edges of the calorimeter by cutting onDf and
zcal. We also remove electrons for which thez position of
the track center of gravity is near the edge of the CDC.
electrons in the EC-EM section we cut on the index of
most energetic tower,i h . Tower 15 covers 1.4,h,1.5 with
respect to the detector center, and tower 25 covers 2.4,h
,2.5.

2. Quality variables

We test how well the shape of a cluster agrees with t
expected for an electromagnetic shower by computin
quality variable (x2) for all cell energies using a 41
dimensional covariance matrix. The covariance matrix w
determined fromGEANT @28# based simulations@29#.

To determine how well a track matches a cluster, we
trapolate the track to the third EM layer in the calorime
and compute the distance between the extrapolated track
the cluster centroid in the azimuthal direction,Ds, and in the
z direction,Dz. The variable

s trk
2 5S Ds

dsD 2

1S Dz

dzD 2

~20!

quantifies the quality of the match. In the EC-EM sectionz is
replaced byr, the radial distance from the center of the d
tector. The parametersds50.25 cm, dz52.1 cm, anddr
51.0 cm are the resolutions with whichDs, Dz, andDr are
measured, as determined with the electrons fromW→en de-
cays.

In the EC, electrons must have a matched track in
forward drift chamber. In the CC, we define ‘‘tight’’ an
‘‘loose’’ criteria. The tight criteria require a matched track
the CDC. The loose criteria do not require a matched tr
and help increase the electron finding efficiency forZ→ee
decays.

The isolation fraction is defined as

f iso5
Econe2Ecore

Ecore
, ~21!

where Econe is the energy in a cone of radiusR
5ADf21Dh250.4 around the direction of the electro
summed over the entire depth of the calorimeter andEcore is
the energy in a cone ofR50.2, summed over the EM calo
rimeter only.

Figure 16 shows the distributions of the three quality va
ables for electrons in the CC with the arrow showing the
values. Table I summarizes the electron selection criteria

D. Data samples

The data were taken during the 1994–1995 Tevatron
After the removal of runs in which parts of the detector we
not operating adequately, they amount to an integrated lu
nosity of about 82 pb21. We selectW decay candidates b
requiring the following.

level 1: pp̄ interaction
Main Ring veto
EM trigger tower above 10 GeV
09200
r
e

t
a

s

-
r
nd

-

e

k

-
t

n.
e
i-

level 1.5: >1 EM cluster above 15 GeV
level 2: electron candidate withpT.20 GeV

momentum imbalancep” T.15 GeV
off line: >1 tight electron candidate in the CC

pT(e).25 GeV
pT(n).25 GeV
uT,15 GeV

We selectZ decay candidates by requiring the followin

level 1: pp̄ interaction
>2 EM trigger towers above 7 GeV

level 1.5: >1 EM cluster above 10 GeV
level 2: >2 electron candidates withpT.20 GeV
off line: >2 electron candidates

pT(e).25 GeV
70,m(ee),110 GeV

We acceptZ→ee decays with at least one electron ca
didate in the CC and the other in the CC or EC. One C
candidate must pass the tight electron selection criteria. If
other candidate is also in the CC, it may pass only the lo
criteria. We use the 2179 events with both electrons in
CC ~CC/CCZ sample! to calibrate the calorimeter respons
to electrons~Sec. VI!. These events need not pass the Ma
Ring veto cut because Main Ring background does not af
the EM calorimeter. The 2341 events for which both ele
trons have tracks and which pass the Main Ring v
~CC/CC1EC Z sample! serve to calibrate the recoil momen
tum response~Sec. VII!. Table II summarizes the dat
samples.

FIG. 16. Distributions of the electron identification variable
The arrows indicate the cut values.

TABLE I. Electron selection criteria.

Variable CC~loose! CC ~tight! EC ~tight!

Fiducial cuts uDfu.0.02 uDfu.0.02
uzcalu,108 cm uzcalu,108 cm 15<u i hu<25

uztrku,80 cm
Shower shape x2,100 x2,100 x2,100
Isolation f iso,0.15 f iso,0.15 f iso,0.15
Track match s trk,5 s trk,10
3-10
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Figure 17 shows the luminosity of the colliding beam
during theW andZ data collection.

On several occasions we use a sample of 295 000 ran
pp̄ interaction events for calibration purposes. We collec
these data concurrently with theW andZ signal data, requir-
ing only app̄ interaction at level 1. We refer to these data
‘‘minimum bias events.’’

V. FAST MONTE CARLO MODEL

A. Overview

The fast Monte Carlo model consists of three parts. F
we simulate the production of theW or Z boson by generat
ing the boson four-momentum and other characteristics
the event like thez position of the interaction vertex and th
luminosity. The event luminosity is required for luminosit
dependent parametrizations in the detector simulation. T
we simulate the decay of the boson. At this point we kn
the truepT of the boson and the momenta of its decay pro
ucts. We then apply a parametrized detector model to th
momenta in order to simulate the observed transverse re
momentum and the observed electron momenta.

B. Vector boson production

In order to specify completely the production dynamics
vector bosons inpp̄ collisions, we need to know the differ
ential production cross section in massQ, rapidity y, and
transverse momentumqT of the producedW bosons. To
speed up the event generation, we factorize this into

FIG. 17. Luminosity distribution of theW ~solid line! and theZ
~d! samples.

TABLE II. Number of W andZ candidate events.

Channel Z→ee W→en
Fiducial region of electrons CC/CC CC/CC CC/EC CC
e quality ~t5tight, l 5 loose! t/ l t /t t/t t

Pass Main Ring veto 537 1225 1116 28 32
Fail Main Ring veto 107 310 268
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d3s

dqT
2dydQ

'
d2s

dqT
2dyU

Q25M
W
2

3
ds

dQ
~22!

to generateqT , y, andQ of the bosons.
For pp̄ collisions, the vector boson production cross se

tion is given by the parton cross sections̃ i , j convoluted with
the parton distribution functionsf (x,Q2) and summed over
parton flavorsi,j :

d2s

dqT
2dy

5(
i , j

E dx1E dx2f i~x1 ,Q2! f j~x2 ,Q2!

3d~sx1x22Q2!
d2s̃ i , j

dqT
2dy

. ~23!

Several authors@30,31# have computedd2s/dqT
2dyuQ25M

W
2

using a perturbative calculation@32# for the high-qT regime
and the Collins-Soper resummation formalism@33,34# for
the low-qT regime. We use the code provided by the auth
of Ref. @30# and the Martin-Roberts-Sterling set A8
(MRSA8) parton distribution functions@35# to compute the
cross section. We evaluate Eq.~23! separately for interac-
tions involving at least one valence quark and for inter
tions involving two sea quarks.

The parton cross section is given by

d2s̃

dqT
2dy

5
s̃0

4p ŝ H E d2b eiqW T•bW
•W̃~b!3e2S1YJ , ~24!

where s̃0 is the tree-level cross section,ŝ is the parton
center-of-mass energy, andb is the impact parameter in
transverse momentum space.W̃ andY are perturbative terms
andS parametrizes the nonperturbative physics. In the no
tion of Ref. @30#,

S5Fg11g2 lnS Q

2Q0
D Gb21g1g3ln~100x1x2!b, ~25!

whereQ0 is a cutoff parameter andx1 and x2 are the mo-
mentum fractions of the initial state partons. The parame
g1 , g2 , andg3 have to be determined experimentally~Sec.
VIII !.

We use a Breit-Wigner curve with mass-dependent wi
for the line shape of theW boson. The intrinsic width of the
W is GW52.06260.059 GeV@36#. The line shape is skewe
due to the momentum distribution of the quarks inside
proton and antiproton. The mass spectrum is given by

ds

dQ
5Lqq̄~Q!

Q2

~Q22MW
2 !21Q4GW

2 /MW
2 . ~26!

We call

Lqq̄~Q!5
2Q

s (
i , j

E
Q2/s

1 dx

x
f i~x,Q2! f j~Q2/sx,Q2!

~27!
3-11



to

e

a

n

y
ca

ic

tie

e

re
ity

-
to

s

rk
on,

nce
ark

in

ires

r

ular
.

-
c-

the

We

e

B. ABBOTT et al. PHYSICAL REVIEW D 58 092003
the parton luminosity. To evaluate it we generateW→en
events using theHERWIG Monte Carlo event generator@37#,
interfaced withPDFLIB @38#, and select the events subject
the same kinematic and fiducial cuts as for theW and Z
samples with all electrons in the CC. We plot the mass sp
trum divided by the intrinsic line shape of theW boson. The
result is proportional to the parton luminosity, and we p
rametrize the spectrum with the function@12#

Lqq̄~Q!5
e2bQ

Q
. ~28!

Table III showsb for W and Z events for some moder
parton distribution functions. The value ofb depends on the
rapidity distribution of theW bosons, which is restricted b
the kinematic and fiducial cuts that we impose on the de
leptons. The values ofb given in Table III are for the rapid-
ity distributions ofW andZ bosons that satisfy the kinemat
and fiducial cuts given in Sec. IV. The uncertainty inb is
about 0.001, due to Monte Carlo statistics and uncertain
in the acceptance.

To generate the boson four-momenta, we treatds/dQ
andd2s/dqT

2dy as probability density functions and pickQ
from the former and a pair ofy andqT values from the latter.
For a fraction f ss we used2s/dqT

2dy for interactions be-
tween two sea quarks. Their helicity is11 or 21 with equal
probability. For the remainingW bosons we used2s/dqT

2dy
for interactions involving at least one valence quark. Th
always have helicity21. Finally, we pick thez position of
the interaction vertex from a Gaussian distribution cente
at z50 with a standard deviation of 25 cm and a luminos
for each event from the histogram in Fig. 17.

C. Vector boson decay

At lowest order theW boson is fully polarized along the
beam direction due to theV-A coupling of the charged cur
rent. The resulting angular distribution of the charged lep
in the W rest frame is given by

ds

d cosu*
}~12lq cosu* !2, ~29!

wherel is the helicity of theW with respect to the proton
direction,q is the charge of the lepton, andu* is the angle
between the charged lepton and proton beam direction

TABLE III. Parton luminosity slopeb and fraction of sea-sea
interactionsf ss in the W and Z production model. Theb value is
given for W→en decays with the electron in the CC and forZ
→ee decays with both electrons in the CC.

Z production
b (GeV21)

W production

b (GeV21) f ss

MRSA8 @35# 3.631023 8.631023 0.207
CTEQ3M @42# 3.331023 8.731023 0.203
CTEQ2M @43# 8.831023 0.203
MRSD28 @44# 3.831023 9.631023 0.201
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the W rest frame. The spin of theW points along the direc-
tion of the incoming antiquark. Most of the time the qua
comes from the proton and the antiquark from the antiprot
so thatl521. Only if both quark and antiquark come from
the sea of the proton and antiproton is there a 50% cha
that the quark comes from the antiproton and the antiqu
from the proton and in that casel51 ~Fig. 18!. We deter-
mine the fraction of sea-sea interactions,f ss, using the pa-
rametrizations of the parton distribution functions given
PDFLIB @38#.

WhenO(as) processes are included, the boson acqu
finite pT and Eq.~29! is changed to@39#

ds

d cosuCS
}@11a1~qT!cosuCS1a2~qT!cos2uCS#

~30!

for W1 bosons withl521 and after integration overf.
The angleuCS in Eq. ~30! is now defined in the Collins-Sope
frame @40#. The values ofa1 anda2 as a function of trans-
verse boson momentum have been calculated atO(as

2) @39#
and are shown in Fig. 19. We have implemented the ang
distribution given in Eq.~30! in the fast Monte Carlo model
The effect is smaller if theW bosons are selected withuT
,15 GeV rather than foruT,30 GeV. The angular distribu
tion of the leptons fromZ→ee decays is also generated a
cording to Eq.~30!, but witha1 anda2 computed forZ→ee
decays@39#.

To check whether neglecting the correlations between
mass and the other parameters in Eq.~22! introduces an un-
certainty, we use theHERWIG program to generateW→en
decays including the correlations neglected in our model.

FIG. 18. Polarization of theW produced inpp̄ collisions if the
quark comes from the proton~left! and if the antiquark comes from
the proton~right!. The thick arrows indicate the orientation of th
particle spins.

FIG. 19. Calculations ofa1 ~solid line! anda2 ~dashed line! as
a function of the transverse momentum of theW boson.
3-12
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MEASUREMENT OF THEW BOSON MASS PHYSICAL REVIEW D58 092003
determine all the input distributions~W boson line shape
differential cross section inpT andy, and parton luminosity!
from these events. We then feed these into our simulat
This generates events with the dynamics as inHERWIG, but
without correlations between these input distributions. Alt
natively, we directly feed the events generated byHERWIG

into our simulation and only apply the parametrized detec
model. The results from fits to the transverse mass spect
these two samples differ by less than 15625 MeV. The un-
certainty is due to the finite number of Monte Carlo even

Radiation from the decay electron or theW boson biases
the mass measurement. If the decay electron radiates a
ton and the photon is well enough separated from the e
tron so that its energy is not included in the electron ene
or if an on-shellW boson radiates a photon and therefore
off shell when it decays, the measured mass is biased
We use the calculation of Ref.@41# to generateW→eng
decays. The calculation gives the fraction of events in wh
a photon with energyE(g).E0 is radiated, and the angula
distribution and energy spectrum of the photons. Only rad
tion from the decay electron and theW boson, if the final
stateW is off shell, is included to ordera. Radiation by the
initial quarks or theW, if the final W is on shell, does no
affect the mass of theen pair from theW decay. We use a
minimum photon energyE0550 MeV, which means that in
30.6% of allW decays a photon withE(g).50 MeV is ra-
diated. Most of these photons are emitted close to the e
tron direction and cannot be separated from the electro
the calorimeter. ForZ→eedecays there is a 66% probabilit
that any one of the electrons radiates a photon withE(g)
.50 MeV.

The separation of the electron and photon in the labo
tory frame is

DR~eg!5A@f~e!2f~g!#21@h~e!2h~g!#2. ~31!

Figure 20 shows the calculated distribution of photons a

FIG. 20. Distribution ofDR(eg) of photons fromW→eng de-
cays that are reconstructed as separate objects~shaded area! and
those that are not, either because they are too close to the ele
or too low in energy~solid line!.
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function of DR(eg). The shaded histogram in the figur
shows the photons that are reconstructed as separate ob
If the photon and electron are close together, they canno
separated in the calorimeter. The momentum of a pho
with DR(eg),R0 is therefore added to the electron mome
tum, while for DR(eg)>R0 a photon is considered sepa
rated from the electron and its momentum is added to
recoil momentum. We useR050.3, which is the approxi-
mate size of the window in which the electron energy
measured. This procedure has been verified to give the s
results as an explicitGEANT simulation of radiativeW de-
cays. In only about 3.5% of theW→en decays does the
photon separate far enough from the electron, i.e.,DR(eg)
.R0 , to cause a mismeasurement of the transverse mas

W boson decays through the channelW→tn→enn̄n are
topologically indistinguishable fromW→en decays. We
therefore include these decays in theW decay model, prop-
erly accounting for the polarization of thet leptons in the
decay angular distributions. The fraction ofW bosons that
decay in this way isB(t→enn̄)/@11B(t→enn̄)#50.151.

We let the generatedW bosons decay with an angula
distribution corresponding to their helicity. For 15.1% of th
W bosons, the decay is totn→enn̄n. For 30.6% of the
remainingW bosons, a photon is radiated. For 66% of theZ
bosons, the decay is toe1e2g and for the remainder to
e1e2.

D. Detector model

The detector simulation uses a parametrized model
response and resolution to obtain a prediction for the dis
bution of the observed electron and recoil momenta.

When simulating the detector response to an electron
energyE0 , we compute the observed electron energy as

E~e!5aEME01DE~L,ui!1sEM•X, ~32!

whereaEM is the response of the electromagnetic calori
eter,DE is the energy due to particles from the underlyi
event within the electron window~parametrized as a functio
of luminosityL andui!, sEM is the energy resolution of the
electromagnetic calorimeter, andX is a random variable from
a normal parent distribution with zero mean and unit wid

The transverse energy measurement depends on the
surement of the electron direction as well. We determine
shower centroid position by intersecting the line defined
the event vertex and the electron direction with a cylind
coaxial with the beam and 91.6 cm in radius~the radial cen-
ter of the EM3 layer!. We then smear the azimuthal andz
coordinate of the intersection point by their resolutions. W
determine thez coordinate of the center of gravity of th
CDC track by intersecting the same line with a cylinder of
cm radius, the mean radial position of all delay lines in t
CDC, and smearing by the resolution. The measured an
are then obtained from the smeared points as describe
Sec. IV B 1.

The model for the particles recoiling against theW has
two components: a ‘‘hard’’ component that models thepT
of theW and a ‘‘soft’’ component that models detector noi

ron
3-13
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B. ABBOTT et al. PHYSICAL REVIEW D 58 092003
and pileup. Pileup refers to the effects of additionalpp̄ in-
teractions in the same or previous beam crossings. For
soft component we use the transverse momentum balancp”W T
from a minimum bias event recorded in the detector. T
observed recoilpT is then given by

uW T52~RrecqT1s rec•X!q̂T2Dui~L,ui! p̂T~e!1ambp”W T ,
~33!

whereqT is the generated value of the boson transverse
mentum,Rrec is the ~in general momentum-dependent! re-
sponse,s rec is the resolution of the calorimeter,Dui is the
transverse energy flow into the electron window~param-
etrized as a function of luminosity andui!, and amb is a
correction factor that allows us to adjust the resolution to
data. The quantityDui is different from the energy added t
the electron,DE, because of the zero suppression in t
calorimeter readout.

We simulate selection biases due to the trigger requ
ments and the electron isolation by accepting events with
estimated efficiencies. Finally, we compute all the deriv
quantities from these observables and apply fiducial and
nematic cuts.

VI. ELECTRON MEASUREMENT

A. Angular resolutions

The resolution for thez coordinate of the track center o
gravity, ztrk , is determined from theZ→ee sample. Both
electrons originate from the same interaction vertex, a
therefore the difference between the interaction vertices
constructed from the two electrons separately,zvtx(e1)
2zvtx(e2), is a measure of the resolution with which th
electrons point back to the vertex. The points in Fig. 21 sh
the distribution ofzvtx(e1)2zvtx(e2) observed in the CC/CC
Z sample with tracks required for both electrons.

A Monte Carlo study based on single electrons genera
with a GEANT simulation shows that the resolution of th
shower centroid algorithm can be parametrized as

s~zcal!5@a1bl~e!#1@c1dl~e!#zcal, ~34!

FIG. 21. Distribution ofzvtx(e1)2zvtx(e2) for theZ→eesample
~d! and the fast Monte Carlo simulation~solid line!.
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where l(e)5uu(e)290°u, a50.33 cm, b55.231023 cm,
c54.231024, andd57.531025. We then tune the resolu
tion function for ztrk in the fast Monte Carlo simulation s
that it reproduces the shape of thezvtx(e1)2zvtx(e2) distri-
bution observed in the data. We find that a resolution fu
tion consisting of two Gaussians 0.31 and 1.56 cm wi
with 6% of the area under the wider Gaussian, fits the d
well. The histogram in Fig. 21 shows the Monte Carlo p
diction for the best fit, normalized to the same number
events as the data. TheW mass measurement is very inse
sitive to these resolutions. The uncertainties in the resolu
parameters cause less than 5 MeV uncertainty in the fitteW
mass.

The calibration of thez-position measurements from th
CDC and calorimeter is described in Appendix A. We qua
tify the calibration uncertainty in terms of scale facto
aCDC50.98860.001 andaCC50.998060.0005 for thez co-
ordinate. The uncertainties in these scale factors lead
finite uncertainty in theW mass measurement.

B. Underlying event energy

The energy in an array of 535 towers in the four EM
layers and the first FH layer around the most energetic to
of an electron cluster is assigned to the electron. This a
contains the entire energy deposited by the electron sho
plus some energy from other particles. The energy in
window is excluded from the computation ofuW T . This
causes a bias inui , the component ofuW T along the direction
of the electron. ForpT(W)!MW ,

mT'2pT~e!1ui , ~35!

so that this bias propagates directly into a bias in the tra
verse mass. We call this biasDui . It is equal to the momen-
tum flow observed in the EM and first FH sections of a
35 array of calorimeter towers.

We use theW and Z data samples to measureDui . For
every electron in theW andZ samples, we compute the en
ergy flow into an azimuthal ring of calorimeter towers, fiv
towers wide inh and centered on the tower with the large

FIG. 22. Transverse energy flow into 135 tower segments as
function of azimuthal separation from the electron in theW sample.
3-14
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MEASUREMENT OF THEW BOSON MASS PHYSICAL REVIEW D58 092003
fraction of the electron energy. For every electron we p
the transverse energy flow into one-tower-wide azimut
segments of this ring as a function of the azimuthal sep
tion uDfu between the center of the segment and the elec
shower centroid. The energy flow(E135 is computed as the
sum of all energy deposits in the four EM layers and the fi
FH layer in the 135 tower segment. Figure 22 shows th
transverse energy flow(E135 /coshh(e) versusuDfu for the
electrons in theW sample withuT,15 GeV. For smalluDfu
we see a substantial energy flow from the electron sho
and for larger uDfu a constant noise level. The electro
shower is contained in a window ofuDfu,0.2. We estimate
the energy flow into the 535 tower window around the elec
tron from the energy flow into segments of the azimut
ring with uDfu.0.2. The level of energy flow is sensitive t
the isolation cut. The region 0.2,uDfu,0.4, which is used
for the isolation variable, is maximally biased by the cut; t
region 0.4,uDfu,0.6, which is close to the electron bu
outside the isolation region, is minimally biased. We exp
the energy flow under the electron to lie somewhere in
tween the energy flow into these two regions. We theref
computeDui based on the average transverse energy fl
into both regions and assign a systematic error equal to
the difference between the two regions. We repeat the s
analysis for the electrons in the CC/CCZ sample. The results
are tabulated in Table IV. We findDui5479 62~stat!
66~syst! MeV for W events withuT,15 GeV. For theZ
sample,Dui is 1167 MeV lower. Figure 23 shows the spe
trum of Dui .

At higher luminosity the average number of interactio
per event increases and thereforeDui increases. This is
shown in Fig. 24. The mean value ofDui increases by 11.2
MeV per 1030 cm22 s21. The underlying event energy flow

FIG. 23. Distribution ofDui in the W signal sample.

TABLE IV. Dui for the W andZ event samples.

Event sample (E135 /coshh(e) ~MeV! Dui ~MeV!

W 95.860.4 4796266
Z 93.661.3 4686766
09200
t
l

a-
n

t

er

l

t
-
e
w
lf
e

into the electron window also depends onui . Figure 25
shows^Dui(0,ui)&, the mean value forDui corrected back
to zero luminosity, as a function ofui . In the fast Monte
Carlo model a valueDui is picked from the distribution
shown in Fig. 23 for every event and then corrected forui

and luminosity dependences.
The measured electron energy is biased upwards by

additional energyDE in the window from the underlying
event.DE is not equal toDui because the additional energ
deposited by the electron may lift some cells that would ha
been zero suppressed in the calorimeter readout above
zero-suppression threshold. Therefore

DE5Dui2Dped, ~36!

whereDped5212625 MeV is a correction for the pedesta
shift introduced by the zero suppression in the calorime
readout. This is determined by superimposing single e
trons simulated with aGEANT simulation on minimum bias
events that were recorded without zero suppression in
calorimeter readout. Most of this bias cancels in theW to Z
mass ratio so that theW mass measurement is not sensitive
Dped.

C. u i efficiency

The efficiency for electron identification depends on th
environment. Well-isolated electrons are identified correc
more often than electrons near other particles. ThereforW
decays in which the electron is emitted in the same direc
as the particles recoiling against theW are selected less ofte
thanW decays in which the electron is emitted in the dire
tion opposite the recoiling particles. This causes a bias in
lepton pT distributions, shiftingpT(e) to larger values and
pT(n) to lower values, whereas themT distribution is only
slightly affected.

FIG. 24. The luminosity dependence of^Dui&.

FIG. 25. Variation of^Dui& as a function ofui . The region
between the arrows is populated by theW sample.
3-15
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We estimate the electron finding efficiency as a funct
of ui by superimposing Monte Carlo electrons, simulat
using theGEANT program, onto the events from ourW signal
sample. We use theW sample in order to ensure that th
underlying event is correctly modeled. The sample of sup
imposed electrons, which are spatially separated from
electron that is already in the event, matches the data we
is important that the superimposed sample model the tr
verse shower shape and isolation well, because these ar
dominant effects that cause the efficiency to vary withui .
Figure 26 shows the transverse shower profile of the su
imposed electron sample and the electron sample fromW
decays. Figure 27 shows the distribution of the isolation
the two electron samples in fiveui regions. Figure 28 com
pares the mean isolation versusui for the two samples.

We then apply the shower shape and isolation cuts use
select theW signal sample and determine the fraction of t
electrons in the superimposed samples that pass all req

FIG. 26. Transverse energy flow into 135 tower segments as
function of the azimuthal separation from the electron for the e
trons fromW→en decays~d! and the superimposed Monte Car
electron sample~solid line!.

FIG. 27. Isolation spectrum for five differentui regions: ui

,215 GeV, 215,ui,25 GeV, 25,ui,5 GeV, 5,ui

,15 GeV, andui.15 GeV~from top to bottom!, for the electrons
from W→en decays~d! and the superimposed electron samp
~shaded area!.
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ments as a function ofui . This efficiency is shown in Fig.
29. The line is a fit to a function of the form

«~ui!5«0H1
12s~ui2u0!

for ui,u0 ,
otherwise. ~37!

The parameter«0 is an overall efficiency which is inconse
quential for theW mass measurement,u0 is the value ofui at
which the efficiency starts to decrease as a function ofui ,
and s is the rate of decrease. We obtain the best fit foru0
53.8560.55 GeV ands50.01360.001 GeV21. These two
values are strongly correlated. The errors account for
finite number of superimposed Monte Carlo electrons.

D. Electron energy response

Equation~7! relates the reconstructed electron energy
the recorded calorimeter signals. Since the values for
constants were determined in a different setup, we determ
the offsetdEM and a scaleaEM , which essentially modifies
A, in situ with collider data for resonances that decay
electromagnetically showering particles:p0→gg, J/c
→ee, and Z→ee. We usep0 and J/c signals from an

-
FIG. 28. Mean isolation versusui for theW electron sample~s!

and the superimposed Monte Carlo electron sample~d!.

FIG. 29. Electron selection efficiency as a function ofui .
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MEASUREMENT OF THEW BOSON MASS PHYSICAL REVIEW D58 092003
integrated luminosity of approximately 150 nb21, accumu-
lated during dedicated runs with low-pT thresholds for EM
clusters in the trigger.

The fast Monte Carlo simulation predicts the reco
structed electron energy

E~e!5aEME05A(
i 51

5

siai2dEM , ~38!

whereE0 is the generated electron energy. To determinedEM
and aEM , we compare the observed resonances and Mo
Carlo predictions as a function ofaEM anddEM .

The photons from the decay ofp0’s with pT.1 GeV can-
not be separated in the calorimeter. There is about a 1
probability for each photon to convert to ane1e2 pair in the
material in front of the CDC. If both photons convert, we c
identify p0 decays as EM clusters in the calorimeter w
two doubly ionizing tracks in the CDC. We measure thep0

energyE(p0) in the calorimeter and the opening anglev
between the two photons using the two tracks. This allows
to compute the ‘‘symmetric mass’’

FIG. 30. Background-subtractedmsym distribution. The superim-
posed curve shows the Monte Carlo simulation.

FIG. 31. Dielectron invariant mass spectrum for theJ/c→ee
sample~histogram! and the background sample~d!. The smooth
curve is a fit to the data.
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msym5E~p0!A12cosv

2
, ~39!

which is equal to the invariant mass if both photons have
same energy and is larger for asymmetric decays. Figure
shows the background-subtracted spectrum ofmsym for p0

candidates in the CC-EM section superimposed with
Monte Carlo prediction of the line shape.

Figure 31 shows the invariant mass spectrum of dielect
pairs in theJ/c mass region. The smooth curve is the fit to
Gaussian line shape above the background predicted us
sample of EM clusters without CDC tracks. After correctin
by 20.0860.08 GeV for the underlying event energy, w
measure a mass of 3.0360.04~stat!60.19~syst! GeV. A
Monte Carlo simulation ofpp̄→bb̄1X, b→J/c1X tells us
that we expect to observe a mass

mobs5aEMmJ/c10.56dEM . ~40!

Together with our measurement ofmobs, this restricts the
allowed parameter space foraEM anddEM . Thep0 andJ/c
analyses are described in detail in Ref.@12#. Figure 34, be-
low, shows the 68% confidence level contours inaEM and
dEM obtained from these data.

Fixing the observedZ boson mass to the measured val
@Eq. ~3!# correlates the values allowed foraEM anddEM . For
a givendEM we determineaEM so that the position of theZ
peak predicted by the fast Monte Carlo simulation agr
with the data. To determine the scale factor that best fits
data, we perform a maximum likelihood fit to them(ee)
spectrum between 70 and 110 GeV. In the resolution fu
tion we allow for an exponential background shape who
slope is fixed to20.03760.002 GeV21, the value obtained
from a sample of events with two EM clusters that fail t
electron quality cuts~Fig. 32!. The background normaliza
tion is allowed to float in the fit. This is sufficient, togeth
with the p0 andJ/c data, to determine bothaEM anddEM .

Without relying on the low-energy data at all, we ca
extractaEM and dEM from the Z data alone. The electron
from Z decays are not monochromatic, and therefore we

FIG. 32. Dielectron mass spectrum for the background d
sample to the CC/CCZ sample. The fit is an exponential.
3-17
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B. ABBOTT et al. PHYSICAL REVIEW D 58 092003
make use of their energy spread to constrainaEM and dEM
simultaneously. FordEM!E(e1)1E(e2) we can write

m~ee!5aEMMZ1 f ZdEM , ~41!

where f Z5@E(e1)1E(e2)#(12cosv)/m(ee) and v is the
opening angle between the two electrons. We plotm(ee)
versus f Z ~Fig. 33! and compare it with the Monte Carl
predictions for the allowed values ofaEM and dEM using a
binned maximum likelihood fit.

Using the constraints onaEM and dEM from the Z data
alone, we obtain the contour labeled ‘‘Z’’ in Fig. 34 and
dEM50.0260.36 GeV. The uncertainty in this measureme
of dEM is dominated by the statistical uncertainty due to
finite size of theZ sample.

The combined constraint from all three resonances
shown by the thick contour in Fig. 34. Thep0 and J/c
contours essentially fixdEM , independent ofaEM . The re-
quirement that theZ peak position agree with the knownZ
boson mass correlatesaEM anddEM . The contours in Fig. 34

FIG. 33. Distribution ofm(ee) versus f Z for the CC-CCZ
→ee sample.

FIG. 34. Sixty-eight percent~68%! confidence level contours in
aEM and dEM from the J/c, p0, and Z data. The inset shows a
expanded view of the region where thex2 is minimized.
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reflect only statistical uncertainties. The uncertainty in t
p0 and J/c contours is dominated by systematic effects
the underlying event corrections and the deviation of the
beam data from the assumed response at low energies.
double arrow in Fig. 34 represents the systematic uncerta
in dEM . We determine

dEM520.1620.21
10.03 GeV. ~42!

Figure 35 shows them(ee) spectrum for the CC/CCZ
sample and the Monte Carlo spectrum that best fits the
for dEM520.16 GeV. Thex2 for the best fit to the CC/CC
m(ee) spectrum is 33.5 for 39 degrees of freedom. For

aEM50.953360.0008, ~43!

the Z peak position is consistent with the knownZ boson
mass. The error reflects the statistical uncertainty and
uncertainty in the background normalization. The bac
ground slope has no measurable effect on the result.

If we split the CC/CCZ sample into events with two tigh
electrons and events with a tight and a loose electron an
them separately using the value ofaEM given in Eq.~43!, we
obtain

MZ591.20660.086 GeV ~tight/tight sample!, ~44!

MZ591.14560.148 GeV ~tight/loose sample!.
~45!

Figures 36~a! and 36~b! show the corresponding spectra a
fits.

E. Electron energy resolution

Equation~9! gives the functional form of the electron en
ergy resolution. We take the intrinsic resolution of the ca
rimeter, which is given by the sampling termsEM , from the
test beam measurements. The noise termnEM is represented
by the width of theDE distribution ~Fig. 23!. We measure
the constant termcEM from theZ line shape of the data. We

FIG. 35. Dielectron mass spectrum from the CC-CCZ sample.
The superimposed curve shows the maximum likelihood fit and
shaded region the fitted background.
3-18
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MEASUREMENT OF THEW BOSON MASS PHYSICAL REVIEW D58 092003
fit a Breit-Wigner line shape convoluted with a Gaussi
whose width characterizes the dielectron mass resolution
theZ peak. Figure 37 shows the widthsm(ee) of the Gaussian
fitted to theZ peak predicted by the fast Monte Carlo sim
lation as a function ofcEM . The horizontal lines indicate th
width of the Gaussian fitted to the CC/CCZ sample and its
uncertainties, 1.7560.08 GeV. We find that Monte Carlo
simulation and data agree ifcEM50.011520.0036

10.0027, as indi-
cated by the arrows in Fig. 37. The measuredZ mass does
not depend oncEM .

VII. RECOIL MEASUREMENT

A. Recoil momentum response

The detector response and resolution for particles rec
ing against aW boson should be the same as for partic
recoiling against aZ boson. ForZ→ee events, we can mea
sure the transverse momentum of theZ from thee1e2 pair,
pT(ee), into which it decays and from the recoil momentu
uT in the same way as forW→en events. By comparing
pT(ee) anduT we calibrate the recoil response relative to t
electron response.

The recoil momentum is carried by many particle
mostly hadrons, with a wide momentum spectrum. Since
response of calorimeters to hadrons tends to be nonlinear
the recoil particles are distributed all over the calorimet
including module boundaries with reduced response, we

FIG. 36. Dielectron mass spectra from~a! the tight/tight and~b!
the tight/loose CC-CCZ samples. The curves show the fitted Mon
Carlo spectra.

FIG. 37. Dielectron mass resolution versus the constant t
cEM .
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pect a momentum-dependent response function with va
below unity. In order to fix the functional form of the reco
momentum response, we study the response predicted
Monte CarloZ→ee sample obtained using theHERWIG pro-
gram and aGEANT-based detector simulation. We project th
reconstructed transverse recoil momentum onto the direc
of motion of theZ and define the response as

Rrec5
uuW T•q̂Tu

qT
, ~46!

where qT is the generated transverse momentum of theZ
boson. Figure 38 shows this response as a function ofqT . A
response function of the form

Rrec5a rec1b reclog~qT /GeV! ~47!

fits the response predicted byGEANT with a rec50.713
60.006 andb rec50.04660.002. This functional form also
describes the jet energy response of the D0 calorimeter.

m

FIG. 38. Recoil momentum response in the Monte CarloZ
sample as a function ofqT .

FIG. 39. Averageph(ee)1uh versusph(ee) for theZ data~d!
and the fast Monte Carlo simulation~s!.
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B. ABBOTT et al. PHYSICAL REVIEW D 58 092003
To measure the recoil response from the collider data,
use the CC/CC1EC Z sample. We allow one of the lepton
from the Z→ee decay to be in the CC or EC, so that th
rapidity distribution of theZ bosons approximates that of th
W bosons. We require both leptons to satisfy the tight el
tron criteria. This reduces the background for the topolo
with one lepton in the EC. We also require the Main Ri
veto as for theW sample~Sec. IV!.

We project the transverse momenta of the recoil,uT , and
theZ as measured by the two electrons,pT(ee), on the inner
bisector of the electron directions~h axis!, as shown in Fig.
14. By projecting the momenta on an axis that is independ
of any energy measurement, noise contributions to the
menta average to zero and do not bias the result. We bin
data in ph(ee) and plot the mean of the sum of the tw
projections,uh1ph(ee), versus the mean ofph(ee) ~Fig.
39!. We perform a two-dimensionalx2 fit for the two param-
eters by comparing the data to predictions of the fast Mo
Carlo model for different values ofa rec andb rec. Figure 39
also shows the prediction of the Monte Carlo model for
values of the parameters that give the best fit. Figure
shows the contour forx25x0

211. The best fit~x0
255 for

eight degrees of freedom! is achieved for a rec50.693
60.060 andb rec50.04060.021. The two parameters a
strongly correlated with a correlation coefficientr5
20.979.

B. Recoil momentum resolution

We parametrize the resolution for the hard componen
the recoil as

s rec5srecAuT, ~48!

wheresrec is a tunable parameter.
The soft component of the recoil is modeled by the tra

verse momentum balancep” T from minimum bias events
multiplied by a correction factoramb @Eq. ~33!#. This auto-
matically models the effects of detector resolution a
pileup. To model the pileup correctly as a function of lum

FIG. 40. x0
211 contour for the recoil momentum response p

rameters.
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nosity, we need to take the minimum bias events at the s
luminosity as theW events. At a given luminosity the mea
number of interactions in minimum bias events is alwa
smaller than the mean number of interactions inW events.
To model the detector resolution correctly, the minimum b
events must have the same interaction multiplicity spectr
as theW events. We therefore weight the minimum bi
events so that their interaction multiplicity approximates th
of theW events. As a measure of the interaction multiplic
on an event-by-event basis, we use the multiplicity of ve
ces reconstructed from the tracks in the CDC and the tim
structure of the level 0 hodoscope signals@45#.

We tune the two parameterssrec and amb using the
CC/CC1EC Z sample. The width of the spectrum of theh
balance,uh /Rrec1ph(ee), is a measure of the recoil mo
mentum resolution. Figure 41 shows this widthsh as a func-
tion of ph(ee). The contribution of the electron momentu
resolution to the width of theh balance is negligibly small.
The contribution of the recoil momentum resolution grow
with ph(ee), while the contribution from the minimum bia

- FIG. 41. Width of theh-balance distribution versusph(ee) for
the Z data~d! and the fast Monte Carlo simulation~s!.

FIG. 42. x0
211 contour for the recoil resolution parametersamb

andsrec.
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MEASUREMENT OF THEW BOSON MASS PHYSICAL REVIEW D58 092003
p” T is independent ofph(ee). This allows us to determinesrec

and amb simultaneously and without sensitivity to the ele
tron resolution by comparing the width of theh balance
predicted by the Monte Carlo model with that observed
the data in bins ofph(ee). We perform ax2 fit comparing
Monte Carlo and collider data. Figure 42 shows contours
constantx2 in the amb-srec plane. The best agreement~x0

2

510.3 for eight degrees of freedom! occurs forsrec50.49
60.14 GeV1/2 andamb51.03260.028 with a correlation co-
efficient r520.60 for the two parameters. Thej balance
uj /Rrec1pj(ee) is more sensitive to the electron momentu
resolution and is affected by changes insrec andamb in the
same way. We use it as a cross-check only.

Figure 43 shows the spectrum ofuh /Rrec1ph(ee) from
the CC/CC1EC Z data sample and from the fast Mon
Carlo model with the tuned recoil resolution and respo
parameters. Figure 44 shows the corresponding distribut
for uj /Rrec1pj(ee). In both cases the agreement betwe
data and Monte Carlo simulation is good. A Kolmogoro
Smirnov test@46# gives confidence levels ofk50.33 and

FIG. 43. h-balance distribution for theZ data~d! and the fast
Monte Carlo simulation~solid line!.

FIG. 44. j-balance distribution for theZ data~d! and the fast
Monte Carlo simulation~solid line!.
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0.37 that the Monte Carlo and data spectra derive from
same parent distribution. Ax2 test givesx2525 and 37,
respectively, for 40 bins.

Figure 45 shows the overall energy flow transverse to
beam direction measured by the sumST5S iEisinui over all
calorimeter cells except cells belonging to an electron cl
ter. For W events,^ST&598.760.3 GeV, and forZ events,
^ST&591.060.9 GeV. Increased transverse energy flo
leads to a worse recoil momentum resolution, and there
we need to correct the value ofamb for the W sample to
account for this difference. Figure 46 relates transverse
ergy flow ST to resolutionsT for a minimum bias event
sample. The resolution for measuring transverse momen
balance along any direction is

sT~ST!51.42 GeV10.15AST GeV10.007ST ~49!

for minimum bias events. The different energy flows inW
and Z events lead to a correction toamb of
sT(98.7 GeV)/sT(91.0 GeV)51.0360.01. The uncertainty

FIG. 45. Transverse energy flow in theW ~d! andZ ~solid line!
data.

FIG. 46. Resolution for transverse momentum balancesT ver-
sus the transverse energy flowST for minimum bias events~d!.
The smooth curve is a fit@Eq. ~49!#.
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B. ABBOTT et al. PHYSICAL REVIEW D 58 092003
reflects the uncertainties in the determination of^ST&. This
uncertainty does not correlate withsrec.

Z bosons are not intrinsically produced with less ene
flow in the underlying event thanW bosons. Rather, the re
quirement of two reconstructed isolated electrons biases
event selection in theZ sample towards events with lowe
energy flow compared to the events in theW sample which
have only one electron. We demonstrate this by loosen
the electron identification requirements for one of the el
trons in theZ sample. We use events that were collec
using less restrictive trigger conditions for which at leve
only one of the electron candidates must satisfy the sh
and isolation requirements. We find that if all electron qu
ity cuts are removed for one electron,ST increases by 7%
consistent with the ratio of theST values in theW and Z
samples.

C. Comparison with W data

We compare the recoil momentum distribution in theW
data to the predictions of the fast Monte Carlo model, wh

FIG. 47. ui spectrum for theW data~d! and the Monte Carlo
simulation~solid line!.

FIG. 48. u' spectrum for theW data~d! and the Monte Carlo
simulation~solid!.
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includes the parameters determined in this section and
VI. Figure 47 compares theui spectra from Monte Carlo and
W data. The meanui for the W data is20.6460.03 GeV,
and for the Monte Carlo prediction including backgrounds
is 20.6160.01 GeV, in very good agreement. For theW
→en signal only, the Monte Carlo model predicts a meanui

of 20.59 GeV. This is important because a bias inui would
translate into a bias in the determination ofmT @Eq. ~35!#.
The agreement means that recoil momentum response
resolution and theui efficiency parametrization describe th
data well. Figures 48–50 showu' , uT , and the azimuthal
difference between electron and recoil directions from Mo
Carlo andW data. The Kolmogorov-Smirnov probabilitie
for Figs. 47–50 arek50.15, 0.38, 0.16, and 0.11, respe
tively.

VIII. CONSTRAINTS ON THE W BOSON pT SPECTRUM

A. Parameters

Since we cannot reconstruct a Lorentz-invariant mass
W→en decays, knowledge of the transverse momentum

FIG. 49. Recoil momentum (uT) spectrum for theW data~d!
and the Monte Carlo simulation~solid line!. The arrow shows the
location of the cut.

FIG. 50. Azimuthal difference between electron and recoil
rections for theW data~d! and the Monte Carlo simulation~solid
line!.
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MEASUREMENT OF THEW BOSON MASS PHYSICAL REVIEW D58 092003
tribution of theW bosons is necessary to measure the m
from the kinematic distributions. Theoretical calculatio
provide a formalism to describe the bosonpT spectrum, but
it includes the phenomenological parametersg1 , g2 , andg3 ,
which need to be determined experimentally~Sec. V B!. In
addition, the bosonpT spectrum also depends on the cho
of parton distribution functions andLQCD.

We can measure theW bosonpT spectrum only indirectly
by measuringuW T , the pT of all particles that recoil agains
the W boson. Momentum conservation requires theW boson
pT to be equal and opposite touW T . The precision of theuW T
measurement is insufficient, especially for smalluT , to con-
strain theW spectrum as tightly as is necessary for a prec
W mass measurement.

We therefore have to find other data sets to constrain
model. The formalism that describes thepT spectrum of the
W bosons has to simultaneously describe thepT spectrum of
Z bosons and the dileptonpT spectrum from Drell-Yan pro-
duction with the same model parameter values. The aut
of Ref. @30# find

g150.1120.03
10.04 GeV2,

g250.5820.2
10.1 GeV2,

g3521.520.1
10.1 GeV21 ~50!

for the mass cutoffQ051.6 GeV in Eq.~25! and CTEQ2M
parton distribution functions, by fitting Drell-Yan andZ data
at different values ofQ2. We further constrain these param
eters using our much largerZ data sample.

B. Determination of g2 from Z˜ee data

The pT of Z bosons can be measured more precisely t
the pT of W bosons by using thee1e2 pairs from their
decays. Figure 51 shows thepT(ee) spectrum observed in
the data.

To reduce the background contamination of the sam
the invariant mass ofZ candidates must be within 10.5 Ge

FIG. 51. Comparison of thepT(ee) data ~d! and simulation
~solid line! for the best fitg2 using MRSA8 parton distribution
functions.
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of the Z peak position. This mass window requirement r
duces the background fraction to 2.5%, as determined f
the dielectron invariant mass spectrum. As such, it include
contribution from Drell-Yane1e2 production, which has a
pT spectrum similar to the signal and should not be coun
as background in this case. To account for this uncerta
we assign an error to the background fraction of62.5%.

The shape of the background is fixed by a sample
events with two electromagnetic clusters which pass
same kinematic requirements as ourZ→ee sample, but fail
the electron identification cuts@47# ~sample 1!. As a cross-
check, we also use events with two jets, each with more t
70% of its energy in the EM calorimeter~sample 2!. Param-
etrizations of the two background shapes are shown in
52. Their difference is taken to be the uncertainty in t
background shape.

We use the fast Monte Carlo model to predict thepT(ee)
spectrum fromZ→ee decays for different sets of paramet
values. The fast Monte Carlo model simulates the dete
acceptance and resolution as discussed in the previous

FIG. 52. Background parametrizations for thepT(ee) spectrum.

FIG. 53. PredictedpT(ee) spectra after detector simulation u
ing MRSA8 parton distribution functions andg250.18, 0.58, and
0.98 GeV2.
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B. ABBOTT et al. PHYSICAL REVIEW D 58 092003
tions. Figure 53 shows thepT(ee) spectra predicted by th
fast Monte Carlo model for the MRSA8 parton distribution
functions and three values ofg2 , with g1 andg3 fixed at the
values given in Eq.~50!.

The dominant effect of varyingg2 is to change the mea
boson pT . Properly normalized and with the backgroun
contribution added, we use these distributions as probab
density functions to perform a maximum likelihood fit fo
g2 . For a set of discrete values ofg2 , we compute the joint
likelihood L of the observedpT(ee) spectrum. We then fit
log L as a function ofg2 with a third-order polynomial. The
maximum of the polynomial gives the fitted value ofg2 . The
value ofg2 has to be fit independently for each parton d
tribution function choice. We perform fits for four choices
parton distribution functions: MRSA8, MRSD28,
CTEQ2M, and CTEQ3M. We fit the spectrum over the ran
pT(ee),15 GeV, which corresponds to the range accep
by theW selection cuts. The fits describe the data well. Ta
V lists the fitted values forg2 for the different parton distri-
bution function choices. The result of the CTEQ2M fit is
good agreement with the value in Eq.~50!.

We estimate systematic uncertainties in theg2 fit by run-
ning the fast Monte Carlo model with different parame
values and refitting the predictedpT(ee) spectrum with the
nominal probability density functions. The uncertainties
electron momentum response and resolution,ui efficiency
parametrization, fiducial cuts, model of radiative decays,
background translate into a systematic uncertainty ing2 of
0.05 GeV2.

As cross-checks, we fit thepT(ee) spectrum forpT(ee)
,30 GeV and the spectrum of the azimuthal separa
Df(ee) between the two electrons to constraing2 . The
Df(ee) spectrum has smaller systematic uncertainties,
less statistical sensitivity tog2 than thepT(ee) spectrum. In
Table V we also quote the results forg2 from the fits to
pT(ee),30 GeV and theDf(ee) spectrum.

The Monte Carlo prediction for the fittedg2 value using
MRSA8 parton distribution functions is superimposed as
smooth curve on Fig. 51. The Kolmogorov-Smirnov pro
ability that the two distributions are from the same par
distribution isk50.72, and thex2 is 25.5 for 29 degrees o
freedom. Both of these tests indicate a good fit. We use
model to compute the probability density functions for t
final fits to the kinematic spectra from theW sample.

IX. BACKGROUNDS

A. W˜tn˜enn̄n

The decayW→tn→enn̄n is topologically indistinguish-
able from W→en. It is included in the fast Monte Carlo

TABLE V. Fitted values ofg2 for different parton distribution
functions. Uncertainties are statistical only.

pT(ee),15 GeV
(GeV2)

pT(ee),30 GeV
(GeV2)

Df(ee)
(GeV2)

MRSA8 0.5960.10 0.5760.10 0.6460.14
MRSD28 0.6160.10 0.5960.10 0.7060.15
CTEQ3M 0.5460.10 0.5260.10 0.5760.13
CTEQ2M 0.6160.10 0.5860.10 0.6760.14
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simulation~Sec. V!. This decay is suppressed by the branc
ing fraction for t→enn̄, (17.8360.08)% @18#, and by the
lepton pT cuts. It accounts for 1.6% of events in theW
sample.

B. Hadronic background

QCD processes can fake the signature of aW→en decay
if a hadronic jet fakes the electron signature and the tra
verse momentum balance is mismeasured.

We estimate this background from thep” T spectrum of
events with an electromagnetic cluster. Electromagnetic c
ters in events with lowp” T are almost all due to jets. A frac
tion satisfies our electron selection criteria and fakes an e
tron. From the shape of thep” T spectrum for these events, w
determine how likely it is for these events to have sufficie
p” T to enter ourW sample.

We determine this shape by selecting isolated electrom
netic clusters that havex2.200 ands trk.10. Almost all
electrons fail this cut, so that the remaining sample cons
almost entirely of hadrons. We use data taken by a trig
without thep” T requirement to study the efficiencies of th
cut for jets. Forp” T,10 GeV we find 1973 such events, whi
in the same sample 3674 satisfy our electron selection c
ria. If we normalize the background spectrum to the elect
sample, we obtain an estimate of the hadronic backgroun
an electron candidate sample. Figure 54 shows thep” T spectra
of both samples, normalized forp” T,10 GeV.

In the data collected with theW trigger, we find 204
events that satisfy all the fiducial and kinematic cuts, listed
Sec. IV for theW sample, and havex2.200 ands trk.10.
We therefore estimate that 374 background events ent
the signal sample. This corresponds to a fraction of the t
W sample after all cuts off had5(1.360.2)%. For a looser
cut on the recoil pT , uT,30 GeV, we find f had5(1.6
60.3)%. The error is dominated by uncertainty in the re
tive normalization of the two samples at lowp” T . Figure 55
shows the background fraction as a function of luminos
There is no evidence for a significant luminosity dependen
We use the background events withpT(n).25 GeV to esti-

FIG. 54. p” T spectra of a sample of events passing electron id
tification cuts~solid line! and a sample of events failing the cu
~d!.
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MEASUREMENT OF THEW BOSON MASS PHYSICAL REVIEW D58 092003
mate the shape of the background contributions to thepT(e),
pT(n), andmT spectra~Fig. 56!.

C. Z˜ee

To estimate the fraction ofZ→ee events which satisfy
the W selection, we use a Monte Carlo sample of appro
mately 100 000Z→ee events generated with theHERWIG

program and a detector simulation based onGEANT. The bo-
son pT spectrum generated byHERWIG agrees reasonabl
well with the calculation in Ref.@30#. Z→ee decays typi-
cally enter theW sample when one electron satisfies theW
cuts and the second electron is lost or mismeasured, cau
the event to have largep” T .

Approximately 1.1% of theZ→ee events have an elec
tron with pseudorapidityuhu.4.0, which is the acceptanc
limit of the end calorimeters. The fraction ofZ→ee events
which contain one electron withuh(e1)u,1.0 and pT(e)
.25 GeV, and another withuh(e2)u.4.0, is approximately
0.04%. The contribution from the case of an electron l
through the beam pipe is therefore relatively small.

An electron is most frequently mismeasured when it g
into the regions between the CC and one of the ECs, wh
are covered only by the hadronic section of the calorime
These electrons therefore cannot be identified, and their
ergy is measured in the hadronic calorimeter. A largep” T is
more likely for these events than when both electrons hit
EM calorimeters. The mismeasured electron contributes
the recoil when the event is treated as aW. The fraction ofZ

FIG. 55. Fraction of hadron background as a function of lum
nosity.
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events in theW sample therefore depends on theuT cut.
We find that 10 987 Monte Carlo events pass the CC-

Z→ee selection, and 758~1318! pass theW selection with a
recoil cut of 15~30! GeV. The fraction ofZ events in theW
sample is thereforef Z5(0.4260.08)% foruT,15 GeV and
(0.6260.08)% for uT,30 GeV. The uncertainties quote
include systematic uncertainties in the matching of mom
tum scales between Monte Carlo and collider data. Figure
shows the distributions ofpT(e), pT(n), and mT for the
events that satisfy theW selection.

D. W˜tn˜hadrons1X

We estimate the background due toW→tn followed by a
hadronict decay based on two Monte Carlo samples. In
sample ofW→tn→hadrons1X simulated usingGEANT, 65
out of 4514 events pass the fiducial and kinematic cuts of
W sample. We use a sample ofW→tn→hadrons1X simu-
lated by replacing the electron shower inW→en decays
from collider data with the hadrons from at decay, gener-
ated by a Monte Carlo simulation, to estimate the probabi
of the t decay products to fake an electron. Of 552 eve
that pass the fiducial and kinematic cuts, 145 pass the e
tron identification criteria. With the hadronic branching fra
tion for t’s, B(t→hadrons)564%, we estimate a contam
nation of theW sample of 0.24% from hadronict decays.
The expected background shapes are plotted in Fig. 56.

-

FIG. 56. Shape ofmT , pT(e), andpT(n) spectra from hadron
~solid line!, Z ~dashed line!, and t→hadron backgrounds~dotted
line! with the proper relative normalization.
3
TABLE VI. Results of the Monte Carlo ensemble tests fitting theMW mass for 105 samples of 28 32
events.

Mean
~GeV!

rms
~GeV!

Correlation matrix

mT pT(e) pT(n)

mT 80.404 0.067 1 0.669 0.630
pT(e) 80.415 0.091 0.669 1 0.180
pT(n) 80.389 0.105 0.630 0.180 1
3-25
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B. ABBOTT et al. PHYSICAL REVIEW D 58 092003
E. Cosmic rays

Cosmic-ray muons can cause backgrounds when they
incide with a beam crossing and radiate a photon of su
cient energy to mimic the signature of the electron fromW
→en decays. We measure this background by searching
muons near the electrons in theW signal sample. The muon
have to be within 10° of the electron in azimuth. Using mu
selection criteria similar to those in Ref.@49# we observe 18
events with such muons in theW sample. We estimate th
fraction of cosmic-ray events in theW sample to be (0.2
60.1)%. The effect of this background on theW mass mea-
surement is negligible.

X. MASS FITS

A. Maximum likelihood fitting procedure

We use a binned maximum likelihood fit to extract theW
mass. Using the fast Monte Carlo program, we compute
mT , pT(e), andpT(n) spectra for 200 hypothesized valu
of the W mass between 79.4 and 81.4 GeV. For themT
spectrum we use 100 MeV bins, and for the leptonpT spectra
we use 50 MeV bins. The statistical precision of the spec
for the W mass fit corresponds to about 43106 W decays.
When fitting the collider data spectra we add the backgro
contributions with the shapes and normalizations descri
in Sec. IX to the signal spectra. We normalize the spe
within the fit interval and interpret them as probability de
sity functions to compute the likelihood

L~m!5)
i 51

N

pi~m!ni, ~51!

where pi(m) is the probability density for bini, assuming
MW5m, andni is the number of data entries in bini. The
product runs over allN bins inside the fit interval. We fit
2 ln@L(m)# with a quadratic function ofm. The value ofm at
which the function assumes its minimum is the fitted va

FIG. 57. Spectrum ofpT(e) from theW data. The superimpose
curve shows the maximum likelihood fit and the shaded region
estimated background.
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of the W mass, and the 68% confidence level interval is
interval inm for which 2 ln@L(m)# is within half a unit of its
minimum.

As a consistency check of the fitting procedure, we g
erate 105 Monte Carlo ensembles of 28 323 events each
MW580.4 GeV. We then fit these ensembles with the sa
probability density functions as the collider data spectra,
cept that we do not include the background contributio
Table VI lists the mean, rms, and correlation matrix of t
fitted values.

B. Electron pT spectrum

We fit the pT(e) spectrum in the region 30,pT(e)
,50 GeV. There are 22 898 events in this interval. The d
points in Fig. 57 represent thepT(e) spectrum from theW
sample. The solid line shows the sum of the simulatedW
signal and the estimated background for the best fit, and
shaded region indicates the sum of the estimated hadro
Z→ee, andW→tn→hadrons1X backgrounds. The maxi
mum likelihood fit gives

e FIG. 58. x distribution for the fit to thepT(e) spectrum.

FIG. 59. Variation of the fitted mass with thepT(e) fit window
limits. See text for details.
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MEASUREMENT OF THEW BOSON MASS PHYSICAL REVIEW D58 092003
MW580.47560.087 GeV ~52!

for the W mass.
As a goodness-of-fit test, we divide the fit interval into 0

GeV bins, normalize the integral of the probability dens
function to the number of events in the fit interval, and co
pute x25( i 51

N (yi2Pi)
2/yi . The sum runs over allN bins,

yi is the observed number of events in bini, and Pi is the
integral of the normalized probability density function ov
bin i. The parent distribution is thex2 distribution for N
22 degrees of freedom. For the spectra in Fig. 57 we co
pute x2540.6. For 40 bins there is a 35% probability f
x2>40.6. Figure 58 shows the contributionsx i5(yi

2Pi)/Ayi to x2 for the 40 bins in the fit interval.
We also compare the observed spectrum to the probab

density function using the Kolmogorov-Smirnov test. Fo
comparison within the fit window, we obtaink50.81 and for
the entire histogramk50.83.

Figure 59 shows the sensitivity of the fitted mass value
the choice of fit interval. The points in the two plots indica
the observed deviation of the fitted mass from the va

FIG. 60. Spectrum ofmT from the W data. The superimpose
curve shows the maximum likelihood fit, and the shaded reg
shows the estimated background.

FIG. 61. Likelihood function for themT fit.
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given in Eq.~52!. We expect some variation due to statistic
fluctuations in the spectrum and systematic uncertaintie
the probability density functions. We estimate the effect d
to statistical fluctuations using the Monte Carlo ensemb
described above. We expect the fitted values to be inside
shaded regions indicated in the two plots with 68% proba
ity. The dashed lines indicate the statistical error for t
nominal fit.

All tests show that the probability density function pr
vides a good description of the observed spectrum.

C. Transverse mass spectrum

Figure 60 shows themT spectrum. The points are th
observed spectrum, the solid line shows signal plus ba
ground for the best fit, and the shaded region indicates
estimated background contamination. We fit in the inter
60,mT,90 GeV. There are 23 068 events in this interv
Figure 61 shows2 ln@L(m)/L0# for this fit whereL0 is an
arbitrary number. The best fit occurs for

MW580.43860.070 GeV. ~53!

n
FIG. 62. x distribution for the fit to themT spectrum.

FIG. 63. Variation of the fitted mass with themT fit window
limits. See text for details.
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Figure 62 shows the deviation of the data from the
Summing over all bins in the fitting window, we getx2

579.5 for 60 bins. For 60 bins there is a 3% probability
obtain a larger value. The Kolmogorov-Smirnov test giv
k50.25 within the fit window andk50.84 for the entire
histogram. Figure 63 shows the sensitivity of the fitted m
to the choice of fit interval.

In spite of the somewhat large value ofx2, there is no
structure apparent in Fig. 62 that would indicate that ther
a systematic difference between the shapes of the obse
spectrum and the probability density function. The largex2

can be attributed to a few bins that are scattered over
entire fit interval, indicating statistical fluctuations in th
data. This is consistent with the good Kolmogorov-Smirn
probability which is more sensitive to the shape of the d
tribution and insensitive to the binning.

XI. CONSISTENCY CHECKS

A. Neutrino pT spectrum

As a consistency check, we also fit thepT(n) spectrum,
although this measurement is subject to much larger sys

FIG. 64. Spectrum ofpT(n) from theW data. The superimpose
curve shows the maximum likelihood fit, and the shaded reg
shows the estimated background.

FIG. 65. x distribution for the fit to thepT(n) spectrum.
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atic uncertainties than themT and pT(e) fits. Figure 64
shows the observed spectrum~points!, signal plus back-
ground for the best fit~solid line!, and the estimated back
ground ~shaded region!. For the fit interval 30,pT(n)
,50 GeV, the fitted mass isMW580.3760.11 GeV, in
good agreement with themT and pT(e) fits. We compute
x2531.8. The probability for a larger value is 75%. Th
Kolmogorov-Smirnov test givesk50.20 within the fit win-
dow andk50.69 for the entire histogram. Figure 65 show
the deviationx between data and fit. There is an indication
a systematic deviation between the observed spectrum
the resolution function. This effect is not very significan
For example, when we increase the hadronic resolution
rameteramb in the simulation to 1.11, which corresponds t
about 1.5 standard deviations, this indication of a deviati
between data and Monte Carlo simulation vanishes.

B. Luminosity dependence

We divide theW andZ data samples into four luminosity
bins

L<531030 cm22 s21,

531030,L<731030 cm22 s21,

731030,L<931030 cm22 s21,

L.931030 cm22 s21,

and generate resolution functions for the luminosity distrib

n

FIG. 66. FittedW boson masses~a! in bins of luminosity from
the mT ~d!, pT(e) ~s!, andpT(n) ~* ! fits ~the points are offset for
clarity! and the fittedZ boson masses~b!. The solid line is the
central value for themT andm(ee) mass fits, respectively, over the
entire luminosity range, and the dashed lines are the statistica
rors.
3-28
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tion of these four subsamples. We fit the transverse mass
lepton pT spectra from theW samples and the dielectro
invariant mass spectra from theZ samples in each bin. Th
fitted masses are plotted in Fig. 66. The errors are statis
only. We compute thex2 with respect to theW mass fit to
the mT spectrum from the entire data sample. Thex2 per
degree of freedom~dof! for the pT(e) fit is 1.9/4 and for the
pT(n) fit is 2.4/4. ThemT fit has ax2/dof of 2.7/3. The solid
and dashed lines in the top plot indicate theW mass value
and statistical uncertainty from the fit to themT spectrum of
the entire data sample. All measurements are in very g
agreement with this value. In the bottom plot the lines in
cate theZ mass fit to them(ee) spectrum of the entireZ data
sample. The measurements in the four luminosity bins ha
x2/dof of 1.0/3.

C. Dependence on theuT cut

We change the cuts on the recoil momentumuT and study
how well the fast Monte Carlo simulation reproduces t

FIG. 67. Comparison of themT spectra between the data~d!
and Monte Carlo simulation~solid line! for the nominal mass of
80.44 GeV in bins ofuT . Starting from the top, the data are s
lected withuT,5 GeV, 5,uT,10 GeV, and 10,uT,15 GeV.

FIG. 68. Spectra ofmT from W data with ui,0 ~s! and ui

.0 ~d! compared to Monte Carlo simulations~solid line!.
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variations in the spectra. We split theW sample into sub-
samples withui.0 GeV, ui,0 GeV, uT,5 GeV, 5,uT
,10 GeV, and 10,uT,15 GeV. In the simulation we fix
the W mass to the value from themT fit in Eq. ~53!. Figure
67 shows themT spectra from the collider data and Mon
Carlo simulation for theuT,5 GeV, 5,uT,10 GeV, and
10,uT,15 GeV subsamples. Figures 68–70 show themT ,
pT(e), andpT(n) spectra from the collider data for the su
samples withui.0 andui,0 and the corresponding Mont
Carlo predictions. Table VII lists the results of compariso
of collider data and Monte Carlo spectra using t
Kolmogorov-Smirnov test. Although there is significa
variation among the shapes of the spectra for the differ
cuts, the fast Monte Carlo simulation models them we
Table VII also lists the results of comparisons of collid
data and Monte Carlo spectra for aW sample selected with
uT,30 GeV which consists of 32 361 events.

D. Dependence on fiducial cuts

We divide the azimuth of the recoil momentum,f(R),
into eight bins. This binning is sensitive to azimuthal no

FIG. 69. Spectra ofpT(e) from W data withui,0 ~s! andui

.0 ~d! compared to Monte Carlo simulations~solid line!.

FIG. 70. Spectra ofpT(n) from W data withui,0 ~s! andui

.0 ~d! compared to Monte Carlo simulations~solid line!.
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uniformities in the recoil momentum measurement, e.g.,
cause of background from the Main Ring. Figure 71 sho
the fitted W mass values versusf(R). The Main Ring is
located atf;p/2, and any biases caused by backgrou
from the Main Ring should appear as structure in this dir
tion or in the opposite direction. The rms of the eight da
points is 124 MeV, consistent with the statistical uncertai
of 200 MeV for the data points. Thus the data are consis
with azimuthal uniformity.

We divide the azimuthal direction of the electron,f(e),
into 32 bins corresponding to the 32 azimuthal modules
the CC-EM section. Figure 72 shows the fittedW mass val-
ues versusf(e). The statistical uncertainty of the data poin
is 400 MeV, and the rms of the 32 points is 600 MeV. Th
there is a 0.6% nonuniformity in the response of the CC-E

FIG. 71. Variation in theW mass from themT fit as a function
of f(R).

TABLE VII. Confidence levels from Kolmogorov-Smirnov tes
comparing collider data to Monte Carlo predictions forMW

580.44 GeV.

Interval
mT

60–90 GeV
pT(e)

30–50 GeV
pT(n)

30–50 GeV

uT,15 GeV 0.25 0.81 0.20
uT,5 GeV 0.01 0.03 0.03
5<uT,10 GeV 0.17 0.83 0.21
10<uT,15 GeV 0.85 0.68 0.69
uT,30 GeV 0.55 0.99 0.58
ui,0 0.19 0.78 0.25
ui.0 0.61 0.80 0.48

Interval 50–100 GeV 25–55 GeV 25–55 GeV

uT,15 GeV 0.84 0.83 0.69
uT,5 GeV 1023 231023 0.01
5<uT,10 GeV 0.10 0.44 0.29
10<uT,15 GeV 0.61 0.98 0.31
uT,30 GeV 0.92 0.80 0.28
ui,0 0.77 0.67 0.62
ui.0 0.60 0.66 0.73
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section, consistent with the module-to-module calibration
0.5% @25#.

Finally, we fit themT spectrum from theW sample and
them(ee) spectrum from theZ sample for different pseudo
rapidity cuts on the electron direction. We use cuts
uh(e)u,1.0, 0.7, 0.5, and 0.3. Figure 73 shows the chang
the W mass versus theh(e) cut using the electron energ
scale calibration from the correspondingZ sample. The
shaded region indicates the statistical error. Within the
certainties the mass is independent of theh(e) cut.

XII. UNCERTAINTIES IN THE MEASUREMENT

A. Statistical uncertainties

Table VIII lists the uncertainties, rounded to the neares
MeV, in theW measurement due to the finite sizes of theW
andZ samples used in the fits to themT , pT(e), pT(n), and
m(ee) spectra. The statistical uncertainty due to the finiteZ
sample propagates into theW mass measurement through th
electron energy scaleaEM .

FIG. 72. Variation in theW mass from themT fit as a function
of f(e).

FIG. 73. Variation in theW mass versus theh(e) cut. The
shaded region is the expected statistical variation.
3-30
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B. W production and decay model

1. Sources of uncertainty

Uncertainties in theW production and decay model aris
from the following sources: the phenomenological para
eters in the calculation of thepT(W) spectrum, the choice o
parton distribution functions, radiative decays, and theW
boson width. In the following we describe how we assess
size of the systematic uncertainties introduced by each
these. We summarize the size of the uncertainties in Ta
IX, rounded to the nearest 5 MeV.

2. W boson pT spectrum

In Sec. VIII we determineg2 so that the predictedpT(ee)
spectrum agrees with theZ data. In order to quantify the
uncertainty in the bosonpT spectra, we need to conside
variations in all four parametersLQCD, g1 , g2 , andg3 . We
use a series of modified CTEQ3M parton distribution fun
tions fit with LQCD fixed at discrete values@48# to study the
variations in thepT(ee) spectrum and the fittedW boson
mass with these parameters.

We cannot constrain all these four parameters simu
neously by using only ourZ data. We therefore introduce a
external constraint onLQCD. The CTEQ3M fits prefer
LQCD5158 MeV, but are also consistent with somewh
higher values@42#. Other measurements give a combin
value of LQCD5209233

139 MeV @18#. All data are consisten
with LQCD between 150 and 250 MeV, which we use as
range over whichLQCD is allowed to vary.

The requirement that the fast Monte Carlo prediction
the averagepT(ee) over the rangepT(ee),15 GeV, cor-
rected for background contributions, must agree with
value observed in theZ data, ^pT(ee)&56.0560.07 GeV,
couples the values ofLQCD andg2 . Figure 74 shows a plo
of g2 versusLQCD. For any pair of values on the curve, th

TABLE VIII. Uncertainties in theW mass measurement due
finite sample sizes.

mT fit
~MeV!

pT(e) fit
~MeV!

pT(n) fit
~MeV!

W sample 70 85 105
Z sample 65 65 65
Total 95 105 125

TABLE IX. Uncertainties in theW mass measurement due toW
production and decay model.

mT fit
~MeV!

pT(e) fit
~MeV!

pT(n) fit
~MeV!

pT(W) spectrum 10 50 25
Parton distribution functions 20 50 30
Parton luminosityb 10 10 10
Radiative decays 15 15 15
W width 10 10 10
Total 30 75 45
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fast Monte Carlo model predicts a value of^pT(ee)& that
agrees with theZ data. For any fixed value ofLQCD, g2 is
determined to a precision of 0.12 GeV2. This error includes
the statistical uncertainty~0.09 GeV2! and the systematic un
certainty due to normalization and shape of the backgro
~0.07 GeV2!. All other uncertainties, e.g., due to electro
momentum resolution and response or selection biases
negligible.

If we fix LQCD andg2 , the requirement that the averag
pT(ee) predicted by the fast Monte Carlo model agree w
the data allows an additional variation in the parametersg1
and g3 . The residual uncertainty in the measuredW boson
mass due to this variation, however, is small compared to
uncertainty due to the variation allowed ing2 andLQCD, and
we neglect it. Finally, we obtain the uncertainties in the fitt
W boson mass listed in Table IX.

3. Parton distribution functions

The choice of parton distribution function used to d
scribe the momentum distribution of the constituents of
proton and antiproton affects several components of
model: the parton luminosity slopeb, and the rapidity and
transverse momentum spectrum of theW.

Using several modern parton distribution function sets
input to the fast Monte Carlo model, we generatemT and
leptonpT spectra. In each case we use the value ofg2 mea-
sured for that parton distribution function set using ourZ
data ~Sec. VIII!. We then fit them in the same way as th

FIG. 74. Value ofg2 as a function ofLQCD. The error bar
indicates the uncertainty ing2 for fixed LQCD.

TABLE X. Variation of fitted W mass with choice of parton
distribution function.

mT fit
~MeV!

pT(e) fit
~MeV!

pT(n) fit
~MeV!

MRSA8 0 0 0
MRSD28 20 19 20
CTEQ3M 5 48 22
CTEQ2M 221 217 230
3-31
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B. ABBOTT et al. PHYSICAL REVIEW D 58 092003
spectra from collider data, i.e., using MRSA8 parton distri-
bution functions. Table X lists the variation of the fittedW
mass values relative to MRSA8.

The MRSA8 and CTEQ3M parton distribution function
use the measuredW charge asymmetry inpp̄ collisions@50#
as input to the fit. MRSD28 and CTEQ2M do not explicitly
use the asymmetry. The asymmetry predicted by MRSD28
agrees with the measurement; that of CTEQ2M disagree
the level of four standard deviations. We include CTEQ2
in our estimate of the uncertainty to provide an estimate
the possible variations with a rather large deviation from
measured asymmetry.

4. Parton luminosity

The uncertainty of 1023 GeV21 in the parton luminosity
slopeb ~Sec. V! translates into an uncertainty in the fittedW
mass. We estimate the sensitivity in the fittedW mass by
fitting Monte Carlo spectra generated with different values
b.

5. Radiative decays

We assign an error to the modeling of radiative dec
based on varying the detector parametersE0 and R0 ~Sec.
V!. E0 defines the minimum photon energy generated
corresponds to a cutoff below which the photon does
reach the calorimeter.R0 defines the maximum separatio
between the photon and electron directions above which
photon energy is not included in the electron shower. In g
eral, radiation shifts the fitted mass down for the transve
mass and electron fits, because for a fraction of the event
photon energy is subtracted from the electron. Hence
creasingR0 decreases the radiative shift. Similarly, decre
ing E0 decreases the radiative shift. Both the fittedW andZ
masses depend on these parameters. Table XI lists
change in the fitted masses if radiative effects are turned
completely. To estimate the systematic error, we fit Mo
Carlo spectra generated with different values forE0 andR0 .
For the low value ofE0550 MeV that we use in the simu
lation, the dependence of the fits on this parameter is ne
gible. The changes in the mass fits when varyingR0 by 60.1
are also listed in Table XI. After propagating the change
the Z mass into the electron response, the result of theW
mass measurement changes by about 15 MeV for all th
spectra.

There are also theoretical uncertainties in the radia
decay calculation. Initial-state QED radiation is not includ
in the calculation of Ref.@41#. However, initial-state radia
tion does not affect the kinematic distributions used to fit
mass in the final state. Finally, the calculation includes o

TABLE XI. Changes in fittedW and Z masses if radiative ef-
fects are varied.

Variation
mT fit
~MeV!

pT(e) fit
~MeV!

pT(n) fit
~MeV!

m(ee) fit
~MeV!

No radiative effects 50 43 30 143
Vary R0 by 60.1 3 4 0 19
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processes in which a single photon is radiated. We use
code provided by the authors of Ref.@51# to estimate the
shift introduced in the measuredW mass by neglecting two
photon emission. We find that two photons, withpT
.100 MeV and separated byDR.0.3 from the electron, are
radiated in about 0.24% of allW→en decays. This reduce
the mean value ofmT within the fit window by 3 MeV. In
1.1% of all Z→ee decays, two photons, withpT
.100 MeV and separated byDR.0.3 from the electrons
are radiated. We add the dielectron mass spectrum of th
Z→eegg events to our simulatedZ boson line shape and fi
the modified line shape. The fitted mass decreases by
MeV. This shift requires an adjustment of the energy sc
calibration factor aEM by 1024. Neglecting two-photon
emission in bothW and Z boson decays then increases t
measuredW mass by about 5 MeV. Since this effect is a
order of magnitude smaller than the statistical uncertainty
our measurement, we do not correct for it, but add it
quadrature to the uncertainty due to radiative corrections

6. W boson width

To determine the sensitivity of the fittedW mass to theW
width, we generatemT and leptonpT spectra using the fas
Monte Carlo model with a range of widths and fit them wi
the nominal templates. The uncertainty in the fittedW mass
corresponds to the uncertainty in the measured value
GW52.06260.059 GeV@36#.

C. Detector model parameters

The uncertainties in the parameters of the detector mo
determined in Secs. VI–VII translate into uncertainties in t
W mass measurement. We study the sensitivity of theW
mass measurement to the values of the parameters by fi
the data with spectra generated by the fast Monte C
model with modified input parameters.

Table XII lists the uncertainties in the measuredW mass,
caused by the individual parameters. We assign sets of
related parameters to the same item in the table. Correlat
between items are negligible. For each item the uncerta
is determined to typically 5 MeV for themT fit and 10 MeV
for the leptonpT fits. We therefore round them to the neare

TABLE XII. Uncertainties in theW mass measurement due
detector model parameters.

mT fit
~MeV!

pT(e) fit
~MeV!

pT(n) fit
~MeV!

Calorimeter linearity 20 20 20
Calorimeter uniformity 10 10 10
Electron resolution 25 15 30
Electron angle calibration 30 30 30
Electron removal 15 15 20
Selection bias 5 10 20
Recoil resolution 25 10 90
Recoil response 20 15 45
Total 60 50 115
3-32
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5 MeV in the table. To achieve this precision (10– 2
3106 W→en decays are simulated for each item.

The residual calorimeter nonlinearity is parametrized
the offsetdEM . Calorimeter uniformity refers to a possib
nonuniformity in response as a function ofh. It is limited by
the test beam data@12#. The electron momentum resolutio
is parametrized bycEM . The electron angle calibration in
cludes the effects of the parametersaCDC and aCC, dis-
cussed in Appendixes A and B. The recoil resolution is
rametrized byamb andsrec and the response bya rec andb rec.
Electron removal refers to the biasDui introduced in theui

measurement by the removal of the cells occupied by
electron. Selection bias refers to theui efficiency.

D. Backgrounds

We determine the sensitivity of the fit results to the a
sumed background normalizations and shapes by repe
the fits to the data with varied background shapes and
malizations. Table XIII lists the uncertainties introduced
the W boson mass measurement rounded to the neare
MeV. If we fit the spectra without including the backgroun
in the probability density functions, the measurements wo

TABLE XIII. Uncertainties in theW mass measurement due
backgrounds.

mT fit
~MeV!

pT(e) fit
~MeV!

pT(n) fit
~MeV!

Hadrons 10 15 20
Z→ee 5 10 5
W→tn negligible
Cosmic rays negligible
Total 10 20 20
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change by275 MeV ~mT spectrum!, 280 MeV „pT(e) spec-
trum…, and 2130 MeV ~pT(n) spectrum!. These shifts are
dominated by theW→tn→enn̄n background.

XIII. RESULTS

We present a precision measurement of the mass of thW
boson. From a fit to the transverse mass spectrum, we m
sure

MW580.4460.10~stat!60.07~syst! GeV. ~54!

Adding all errors in quadrature gives 115 MeV. Since w
calibrate the electron energy scale against the knownZ mass,
we effectively measure theW andZ mass ratio

MW

MZ
50.882160.0011~stat!60.0008~syst!. ~55!

A fit to the transverse momentum spectrum of the de
electrons gives

MW580.4860.11~stat!60.09~syst! GeV. ~56!

Adding all errors in quadrature gives 140 MeV. As expect
the measurement from themT spectrum has a larger unce
tainty from detector effects~65 MeV! than that from the
pT(e) spectrum~50 MeV!. On the other hand, themT fit is
less sensitive to theW production model~30 MeV! than the
pT(e) fit ~75 MeV!. The good agreement between the tw
results indicates that we understand the ingredients of
model and their uncertainties. In the end themT fit gives the
more precise result and we quote this as our final res
However, the fit to thepT(e) spectrum may become mor
competitive in the future with larger data samples and be
constraints on theW production dynamics.
n and
TABLE XIV. Summary of results from the 1992–1993 and 1994–1995 data sets with the commo
uncorrelated errors.

1992–1993 1994–1995 Common

MW from mT fit 80.35 GeV 80.44 GeV
W statistics 140 MeV 70 MeV
Z statistics 160 MeV 65 MeV
Calorimeter linearity 20 MeV
Calorimeter uniformity 10 MeV
Electron resolution 70 MeV 20 MeV
Electron angle calibration 30 MeV
Recoil resolution 90 MeV 25 MeV
Recoil response 50 MeV 20 MeV
Electron removal 35 MeV 15 MeV
Selection bias 30 MeV 5 MeV
Backgrounds 35 MeV 10 MeV
W production/decay 30 MeV
Total uncertainty 255 MeV 105 MeV 50 MeV
3-33
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Table XIV lists the D0W mass measurements from fits
themT spectra from the 1992–1993@12# and the 1994–1995
data sets and their uncertainties. As indicated in Table X
some errors are common to the two measurements. S
both analyses use the sameW production and decay mode
we assign the uncertainties quoted in Sec. XII B to both m
surements. The precision of the electron angle calibration
improved compared to Ref.@12#, and we use the reduce
uncertainty for both measurements. All uncertainties due
detector model parameters, which were measured using
tistically independent data sets, are uncorrelated bec
their precision is dominated by statistical fluctuations. In
der to combine the two measurements, we weight them
their uncorrelated errorsda anddb :

MW5
Ma /da

21Mb /db
2

1/da
211/db

2 . ~57!

The uncertainty is then given by

FIG. 75. Comparison of this measurement with previously p
lishedW mass measurements~Table XV!. The shaded region indi
cates the predictedW mass value from global fits to theZ line shape
data@9#.

TABLE XV. Previously published measurements of theW bo-
son mass.

Measurement MW ~GeV! Reference

CDF 90 79.9160.39 @52#

UA2 92 80.3660.37 @10#

CDF 95 80.4160.18 @11#

D0 96 80.3560.27 @12#

L3 97 80.7560.27 @13#

ALEPH 97 80.8060.34 @14#

OPAL 97 80.3160.25 @15#

DELPHI 97 80.3360.31 @16#
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dMW5A 1

1/da
211/db

2 1d2, ~58!

whered is the common uncertainty from the third column
Table XIV. The combination of the D0 measurements fro
the 1992–1993 and 1994–1995 data gives

MW580.4360.11 GeV. ~59!

The D0 measurement is in good agreement with previ
measurements and is more precise than all the previo
published measurements combined. Table XV lists pre
ously published measurements with uncertainties below
MeV. A global fit to all electroweak measurements from t
LEP experiments predictsMW580.32960.041 GeV @9#.
Figure 75 gives a graphical representation of these data

We evaluate the radiative correctionsDr , defined in Eq.
~1!. Our measurement ofMW from Eq. ~59! leads to

Dr 520.028860.0070, ~60!

4.1 standard deviations from the tree-level value. In Fig.

-

FIG. 76. Comparison of theW and top quark mass measur
ments by the D0 Collaboration with the standard model predicti
for different Higgs boson masses@53#. The width of the bands for
each Higgs boson mass value indicates the uncertainty due to
error in a(MZ

2). Also shown is the range allowed by the MSS
@21#.

FIG. 77. Difference between the predicted and actualz positions
of the track center of gravity.
3-34
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MEASUREMENT OF THEW BOSON MASS PHYSICAL REVIEW D58 092003
we compare the measuredW and top quark masses@20# to
the values predicted by the standard model for a range
Higgs boson mass values@53#. Also shown is the prediction
from the calculation in Ref.@21# for a model involving su-
persymmetric particles assuming the chargino, Higgs bo
and left-handed selectron masses are greater than 90
The measured values are in agreement with the predictio
the standard model.
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APPENDIX A: TRACK POSITION CALIBRATION

We use cosmic-ray muons which traverse the entire
tector and pass close to the beam position to calibrate tz
measurement of the track in the CDC. We predict the tra
tory of the muon through the central detector by connect
the incoming and outgoing hits in the innermost muon cha
bers by a straight line. The centers of gravity of the incom
and outgoing CDC tracks are then calibrated relative to
line. Figure 77 shows the difference between the predic
and the actualz positions of the track centers of gravity
These data are fit to a straight line. We find the track posit
must be scaled by the fitted slope,aCDC50.986860.0004.

We also use a sample of low-pT dimuon events frompp̄
collisions where both muons originate from the same in
action vertex. We reconstruct the muon trajectories fr
their hits in the innermost muon chambers and the CDC.

FIG. 78. x2 versusaCDC value. The arrows indicate the stati
tical error in the fit.
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both muons we determine the point of closest approach
the trajectory to the beam,zvtx(m). We then scale thez po-
sition of the CDC track to minimize

x25 (
events

S zvtx~m1!2zvtx~m2!

sm
D 2

, ~A1!

wheresm is chosen so that the minimum value ofx2 equals
the number of events minus 1. The minimum occurs
aCDC50.986360.0011. The same analysis applied to aZ
→mm sample givesaCDC50.987860.0014 and is shown in
Fig. 78.

A scintillating fiber detector was inserted between t
CDC and CC to calibrate the trackz position. The detector is
built from 20 modules, each constructed on an alumin
support plate 93.4 cm long and 16.5 cm wide. Scintillati
fibers, 12.7 cm long, were laid across the width of the mo
ule every 11.43 cm along the support plate. The eight s
tillating fibers on each module were connected to a cl
waveguide and read out with a photomultiplier tube. T
modules are mounted lengthwise along the cylinder of
CDC with half of the modules covering1z and the other
half 2z. In ther -f view each module subtendsp/16 radians
with the fibers running azimuthally. Because of spatial co
straints, the entire CDC was not covered.

When a fiber is hit by a charged particle, thez position of
the associated track, at the fiber radius, is compared with
fiber z position. Thez position of the track at the radia
position of the fiber is determined from the direction a
center of gravity of the track. By comparing thez position of
the track and the hit fiber, we determine that a scale
aCDC50.98960.001 is needed to correct the track.

Combining all measurements ofaCDC gives aCDC
50.98860.001, which we use in the reconstruction of t
electrons in theW andZ data samples.

APPENDIX B: ELECTRON SHOWER POSITION
ALGORITHM

We determine the position of the electron shower centr
xW cal5(xcal,ycal,zcal) in the calorimeter from the energy depo
sitions in the third EM layer by computing the weighte
mean of the positionsxW i of the cell centers:

xW cal5
( iwixW i

( iwi
. ~B1!

The weights are given by

wi5maxX0,w01 logS Ei

E~e! D C, ~B2!

where Ei is the energy in celli, w0 is a parameter which
depends uponh(e), andE(e) is the energy of the electron
We calibrate the algorithm using Monte Carlo electro
simulated usingGEANT and electrons from theZ→ee data.
We apply a polynomial correction as a function ofzcal and
u(e) based on the Monte Carlo electrons. We refine the c
bration with theZ→ee data by exploiting the fact that bot
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electrons originate from the same vertex. Using the al
rithm given by Eq.~A1!, we determine a vertex for eac
electron from the shower centroid and the track center
gravity. We minimize the difference between the two vert
e

6

g
N

k

e

09200
-

f
x

positions as a function of a scale factoraCC. More complex
correction functions do not improve thex2. The correction
factor is aCC50.998060.0005, where the error include
possible variations of the functional form of the correctio
-
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-
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D

re-

B

ty,

me
tad,

s

@1# I. Adam, Ph.D. thesis, Columbia University, 1997, Nevis R
port No. 294, http://www-d0.fnal.gov/publications–talks/
thesis/adam/ian–thesis–all.ps.

@2# E. Flattum, Ph.D. thesis, Michigan State University, 199
http://www-d0.fnal.gov/publications–talks/thesis/flattum/
eric–thesis.ps.

@3# D0 Collaboration, B. Abbottet al., Phys. Rev. Lett.80, 3008
~1998!.

@4# UA1 Collaboration, G. Arnisonet al., Phys. Lett.122B, 103
~1983!.

@5# UA2 Collaboration, M. Banneret al., Phys. Lett.122B, 476
~1983!.

@6# UA1 Collaboration, G. Arnisonet al., Phys. Lett.126B, 398
~1983!.

@7# UA2 Collaboration, P. Bagnaiaet al., Phys. Lett.129B, 130
~1983!.

@8# S. L. Glashow, Nucl. Phys.22, 579~1961!; S. Weinberg, Phys.
Rev. Lett.19, 1264 ~1967!; A. Salam, inRelativistic Groups
and Analyticity (Nobel Symposium No. 8), edited by N.
Svartholm~Almqvist and Wiksell, Stockholm, 1968!, p. 367.

@9# The LEP Collaborations, the LEP Electroweak Workin
Group, and the SLD Heavy Flavour Group, Report No. CER
PPE/97-154~unpublished!.

@10# UA2 Collaboration, J. Alitti et al., Phys. Lett. B276, 354
~1992!. The value quoted in Table XV usesMZ from Eq. ~3!.

@11# CDF Collaboration, F. Abeet al., Phys. Rev. Lett.75, 11
~1995!; Phys. Rev. D52, 4784~1995!.

@12# D0 Collaboration, S. Abachiet al., Phys. Rev. Lett.77, 3309
~1996!; D0 Collaboration, B. Abbottet al. Phys. Rev. D58,
012 002~1998!.

@13# L3 Collaboration, M. Acciarriet al., Phys. Lett. B413, 176
~1997!.

@14# ALEPH Collaboration, R. Barateet al., Phys. Lett. B422, 384
~1998!.

@15# OPAL Collaboration, K. Ackerstaffet al., Eur. Phys. J. C1,
395–424~1998!.

@16# Delphi Collaboration, P. Abreuet al., Eur. Phys. J. C.2, 581
~1998!.

@17# A. Sirlin, Phys. Rev. D22, 971 ~1980!; W. Marciano and A.
Sirlin, ibid. 22, 2695~1980!; 31, 213E~1985!.

@18# R. M. Barnettet al., Phys. Rev. D54, 1 ~1996!.
@19# S. Eidelmann and F. Jegerlehner, Z. Phys. C67, 585 ~1995!.
@20# D0 Collaboration, S. Abachiet al., Phys. Rev. Lett.79, 1197

~1997! and references therein.
@21# P. Chankowskiet al., Nucl. Phys.B417, 101~1994!; D. Garcia

and J. Sola, Mod. Phys. Lett. A9, 211 ~1994!; A. Dabelstein,
W. Hollik, and W. Mosle, inPerspectives for Electrowea
Interactions in e1e2 Collisions, edited by B. A. Kniehl
~World Scientific, Singapore, 1995!, p. 345; D. Pierceet al.,
Nucl. Phys.B491, 3 ~1997!.

@22# H. T. Edwards, inAnnual Review of Nuclear and Particl
-

,

-

Science, edited by J. D. Jackson~Annual Reviews, Palo Alto,
CA, 1985!, Vol. 35, p. 605.

@23# D0 Collaboration, S. Abachiet al., Nucl. Instrum. Methods
Phys. Res. A338, 185 ~1994!.

@24# D0 Collaboration, M. Abolinset al., Nucl. Instrum. Methods
Phys. Res. A280, 36 ~1989!; D0 Collaboration, S. Abachi
et al., ibid. 324, 53 ~1993!; D0 Collaboration, H. Aiharaet al.,
ibid. 325, 393 ~1993!.

@25# Q. Zhu, Ph.D. thesis, New York University, 1994, http://www
d0.fnal.gov/publications–talks/thesis/zhu/thesis–1side.ps.

@26# T. C. Heuring, Ph.D. thesis, State University of New Yo
at Stony Brook, 1993, http://www-d0.fnal.gov/publica
tions–talks/thesis/heuring/thesis2s.ps.

@27# J. W. T. McKinley, Ph.D. thesis, Michigan State Universit
1996.

@28# F. Carminatiet al., ‘‘ GEANT Users Guide,’’ CERN Program
Library W5013, 1991~unpublished!.

@29# D0 Collaboration, S. Abachiet al., Phys. Rev. D52, 4877
~1995!.

@30# G. A. Ladinsky and C. P. Yuan, Phys. Rev. D50, 4239~1994!.
@31# P. B. Arnold and R. P. Kauffman, Nucl. Phys.B349, 381

~1991!.
@32# P. B. Arnold and M. H. Reno, Nucl. Phys.B319, 37 ~1989!;

B330, 284E~1990!.
@33# J. Collins and D. Soper, Nucl. Phys.B193, 381 ~1981!; B213,

545E~1983!; J. Collins, D. Soper, and G. Sterman,ibid. B250,
199 ~1985!.

@34# G. Altarelli et al., Nucl. Phys.B246, 12 ~1984!.
@35# A. D. Martin, W. J. Stirling, and R. G. Roberts, Phys. Rev.

50, 6734~1994!; 51, 4756~1995!.
@36# D0 Collaboration, S. Abachiet al., Phys. Rev. Lett.75, 1456

~1995!.
@37# G. Marchesiniet al., Comput. Phys. Commun.67, 465~1992!,

release 5.7.
@38# H. Plotow-Besch, Report No. CERN-PPE W5051, 1997,

lease 7.02.
@39# E. Mirkes, Nucl. Phys.B387, 3 ~1992!.
@40# J. Collins and D. Soper, Phys. Rev. D16, 2219~1977!.
@41# F. A. Berends and R. Kleiss, Z. Phys. C27, 365 ~1985!; F. A.

Berendset al., ibid. 27, 155 ~1985!.
@42# H. L. Lai et al., Phys. Rev. D51, 4763~1995!.
@43# J. Bottset al., Phys. Lett. B304, 159 ~1993!.
@44# A. D. Martin, W. J. Stirling, and R. G. Roberts, Phys. Lett.

306, 145 ~1993!; 309, 492E~1993!.
@45# T. Taylor Thomas, Ph.D. thesis, Northwestern Universi

1997, http://www-d0.fnal.gov/publications–talks/thesis/
thomas/thesis–2side.ps.

@46# This test returns a confidence levelk that is uniformly distrib-
uted between 0 and 1 if the two spectra derive from the sa
parent distribution. See, e.g., A. G. Frodesen, O. Skjegges
and H. To”fte, Probability and Statistics in Particle Physic
~Columbia University Press, New York, 1979!.
3-36



p:

o

ig

i,
n-
-
.

MEASUREMENT OF THEW BOSON MASS PHYSICAL REVIEW D58 092003
@47# D. Casey, Ph.D. thesis, University of Rochester, 1997, htt
www-d0.fnal.gov/publications–talks/thesis/casey/thesis.ps.

@48# These unpublished fits were made available by the CTEQ C
laboration.

@49# D0 Collaboration, S. Abachiet al., Phys. Rev. Lett.79, 1203
~1997!.

@50# CDF Collaboration, F. Abeet al., Phys. Rev. Lett.74, 850
~1995!.

@51# U. Bauret al., Phys. Rev. D56, 140 ~1997!; U. Bauret al., in
Proceedings of the 1996 DPF/DPB Summer Study on H
09200
//

l-

h

Energy Physics, edited by D. G. Cassel, L. Trindle Gennar
and R. H. Siemann~Stanford Linear Accelerator Center, Sta
ford, 1997!, Vol. 1, p. 514; U. Baur, S. Keller, and D. Wack
eroth, ibid., Vol. 1, p. 517; U. Baur, S. Keller, and W. K
Sakumoto, Phys. Rev. D57, 199 ~1998!.

@52# CDF Collaboration, F. Abeet al., Phys. Rev. Lett.65, 2243
~1990!; Phys. Rev. D43, 2070~1991!.

@53# G. Degrassiet al., Phys. Lett. B418, 209~1998!; G. Degrassi,
P. Gambino, and A. Sirlin, Phys. Lett. B394, 188 ~1997!.
3-37


