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Measurement of theW boson mass
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We present a measurement of #vboson mass using data collected by the DO experiment at the Fermilab
Tevatron during 1994—-1995. We identi¥y bosons by their decays &v final states. We extract th& mass
My by fitting the transverse mass and transverse electron momentum spectra from a sample ofA28 323
—ev decay candidates. We use a sample of 3563 dielectron events, mostly duectedecays, to constrain
our model of the detector response. From the transverse mass fit we meaddye
=80.44+0.1Qsta)=0.07sysh GeV. Combining this with our previously published result from data taken in
1992-1993, we obtaiM,y=80.43+0.11 GeV.[S0556-282(198)03519-X

PACS numbgs): 14.70.Fm, 12.15.Ji, 13.38.Be, 13.85.Qk

[. INTRODUCTION tions at the CERNpp collider. Together with the discovery

of the Z boson in the same yed6,7], it provided direct
In this article we describe the most precise measuremenjonfirmation of the unified model of weak and electromag-
to date of the mass of thé&/ boson, using data collected in netic interactiong8], which—together with QCD—is now
1994-1995 with the DO detector at the Fermilab Tevatrorcalled the standard model.

pp collider [1-3]. Since theW andZ bosons are carriers of the weak force,
The study of the properties of th® boson began in 1983 their properties are intimately coupled to the structure of the
with its discovery by the UAT4] and UA2[5] Collabora- model. The properties of the boson have been studied in
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FIG. 1. Loop diagrams contributing to ttW boson mass. d u/d
FIG. 2. Lowest-order diagrams fa¥ andZ boson production.

great detail ine" e~ collisions[9]. The study of thaV boson

has proved to be significantly more difficult, since it is up to a 200 MeV uncertainty due to the unknown Higgs
charged and therefore cannot be resonantly produced ilgoson mass. By comparing with the measured value ofthe
e’e” collisions. Until recently its direct study has therefore boson mass., we can constrain the mass of the Higgs boson,
been the realm of experiments @p colliders, which have the agent of the electroweak symmetry breaking that has up
performed the most precise direct measurements oMhe i, 1, ejyded experimental detection. A discrepancy with
boson mas$10-12. Direct measurements of 4/ boson the range allowed by the standard model could indicate new

[nss; q%velalso _been carried out at .the Cd@*"';&‘* coAII|der physics. The experimental challenge is thus to measure the
[13—16 using nonresonatW/ pair production. A sum-  \y/h550n mass to sufficient precision, about 0.1%, to be sen-
mary of these measurements can be found in Table XV at thgitive to these corrections

end of this article.
The standard model links th&' boson mass to other pa-

rameters: Il. OVERVIEW
1/2 .
_( TA ) 1 o A. Conventions
W V2Gg sin Oy1—Ar We use a Cartesian coordinate system with thaxis
defined by the direction of the proton beam, fhaxis point-
in the “on-shell” schemg17], ing radially out of the Tevatron ring, and tlyeaxis pointing
M up. A vectorp is then defined in terms of its projections on
coS 9W=—W, ) these three axeg,, py, andp,. Since protons and antipro-
Mz tons in the Tevatron are unpolarized, all physical processes

. . . . . areinvariant with respect to rotations around the beam direc-
whered, is the weak mixing angle. Aside from the radiative (o |t s therefore convenient to use a cylindrical coordinate

correctionsAr, the W boson mass is thus determined by gysiem, in which the same vector is given by the magnitude
three precisely measured quantities, the mass oZtheson s s component transverse to the beam directjop, its

Mz [9], the Fermi constar [18],2and2the e!ectromagnetic azimuthe, andp, . In pp collisions the center-of-mass frame
coupling constantr evaluated aQ“=Mz [19]: of the parton-parton collisions is approximately at rest in the
plane transverse to the beam direction, but has an undeter-

Mz=91.1867-0.0020 GeV, ®) mined motion along the beam direction. Therefore the plane
. 5 2 transverse to the beam direction is of special importance, and
Gr=(1.1663%0.00003x107> GeV™, @) sometimes we work with two-dimensional vectors defined in
= (128.896-0.090 L. () thex-y plane. They are written with a subscripte.g.,pr.

We also use spherical coordinates by replagigvith the

From the measured/ boson mass, we can derive the size Ofcplatitudee or th(_e pseudorapid_ityz= —Intan(@2). The ori-
the radiative correctionar. Within the framework of the 9N of the coordinate system is in general the reconstructed

standard model, these corrections are dominated by |oo&osition of thep p interaction when describing the interaction
involving the top quark and the Higgs bos¢see Fig. 1 and the geometrical center of the detector when describing

The correction from théb loop is substantial because of the t_he detector. For convenience, we use units in witiet
large mass difference between the two quarks. It is propor-
tional to mt2 for large values of the top quark mass. Since
m, has been measurg@0], this contribution can be calcu-
lated within the standard model. For a large Higgs boson In pp collisions at+/s=1.8 TeV, W and Z bosons are
massmy , the correction from the Higgs loop is proportional produced predominantly through quark-antiquark annihila-
to Inmy. In extensions to the standard model, new particlegion. Figure 2 shows the lowest-order diagrams. The quarks
may give rise to additional corrections to the valuehby, . in the initial state may radiate gluons, which are usually very
In the minimal supersymmetric extension of the standardsoft, but may sometimes be energetic enough to give rise to
model (MSSM), for example, additional corrections can in- hadron jets in the detector. In the reaction the initial proton
crease the predicted/ mass by up to 250 MeV21]. and antiproton break up and the fragments hadronize. We
A measurement of thé&/ boson mass therefore constitutes refer to everything except the vector boson and its decay
a test of the standard model. In conjunction with a measureproducts collectively as the underlying event. Since the ini-
ment of the top quark mass, the standard model preMigis tial proton and antiproton momentum vectors add to zero, the

B. W and Z boson production and decay

092003-3



B. ABBOTT et al. PHYSICAL REVIEW D 58 092003

same must be true for the vector sum of all final-state mo-

menta, and therefore the vector boson recoils against all par-
ticles in the underlying event. The sum of the transverse
momenta of the recoiling particles must balance the trans-
verse momentum of the boson, which is typically small com-

pared to its mass, but has a long tail to large values.

We identifyW andZ bosons by their leptonic decays. The
DO detector(Sec. Il is best suited for a precision measure-
ment of electrons and positrohgnd we therefore use the
decay channeW—ev to measure theN boson massZ
—eedecays serve as an important calibration sample. About
11% of theW bosons decay tev, and about 3.3% of th&
bosons decay tee The leptons typically have transverse
momenta of about half the mass of the decaying boson and

dN/dm,,

are well isolated from other large energy deposits in the calo- 55 60 65 85 00 05
rimeter. Intermediate vector boson decays are the dominant (GeV)
source of isolated higp+ leptons at the Tevatron, and there- Ty

fore these decays allow us to select a clean sampl¥ afd

Z boson decays. FIG. 3. m; spectrum foW bosons withg;=0 (solid ling), with

the correctgy distribution (@), and with detector resolutions

C. Event characteristics (shaded arga

In events due to the procepp— (W—ev) +X, whereX For recent measuremerjts0—17 the transverse mass
stands for the underlying event, we detect the electron and all
particles recoiling against th&/ with pseudorapidity—4 mr=2pr(e)pr(v){1—cog ¢(e)— ¢(v)]} (6)

< 7p<4. The neutrino escapes undetected. In the calorimeter

we cannot resolve individual recoil particles, but we measuravas used. This variable has the advantage that its spectrum is
their energies summed over detector segments. Recoil parelatively insensitive to the production dynamics of the
ticles with |7|>4 escape unmeasured through the beanCorrections tom; due to the motion of th&V are of order
pipe, possibly carrying away substantial momentum alongq;/M,y)?, whereq is the transverse momentum of tié

the beam direction. This means that we cannot measure thgson. It is also insensitive to selection biases that prefer
sum of thez components of the recoil momenta,, pre-  certain event topologieSec. VI Q. However, it makes use
cisely. Since these particles escape at a very small angle Wit the inferred neutring; and is therefore sensitive to the
respect to the beam, their transverse momenta are typicalpssponse of the detector to the recoil particles.

small and can be neglected in the sum of the transverse recoil The electronp; spectrum provides an alternative mea-

momenta,lr. We measuraiy by summing the observed g, rament of thaV mass. It is measured with better resolution
energy flow vectorially over all detector segments. Thus W&han the neutring- and is insensitive to the recoil momen-

;:‘J?grc;eetnr;em[(—:;ﬁce)nsltélégté?]n rﬁ;ﬁq\;?/ Lﬁcﬂaer)]dellcri]ztg event to a Meg;, measurement. However, its shape is sensitive to the mo-
T jon of the W and receives corrections of ordgy /M,y . It

Since the neutrino escapes undetected, the sum of all mer%—us requires a better understanding of Widoson produc-
sured final-state transverse momenta does not add to zero. quire 9 P
tion dynamics than then; spectrum.

The missing transverse momentyim, required to balance The m; and po(e) spectra thus provide us with two

the transverse momentum sum, is a measure of the transverggm lementary measurements. This is illustrated in Eias. 3
momentum of the neutrino. The neutrino momentum compo- P y X gs.

nent along the beam direction cannot be determined, becaugﬁg frr;ewgéigcigf\;\é;g?uggﬁgtoorj IE: ;r;}c;tloenooffégﬁgoosfotr;]se O
u, is not measured well. The signature of\&—ev decay is P

therefore an isolated higby electron and large missing Zl;?c():rtéaihzhge?ggg r“r;iemzrllz:t\il\c/)sn tgr? ds\r/]v?qaez(())f t?ﬁedls;ir:igtlon
transverse momentum. : P

In the case oZ— ee decays the signature consists of two show the shape afteiy is added to the system, and the

. . ts.haded histogram also includes the detector simulation. We
isolated highpt electrons and we measure the momenta of bserve that the shape of the, spectrum is dominated by
both leptonsfi(ey) andp(e), anddy in the detector. detector resolutions and the shape of ph¢e) spectrum by

the motion of thew. By performing the measurement using

) ) both spectra, we provide a powerful cross-check with
Since p,(v) is unknown, we cannot reconstruct tee complementary systematics.

invariant mass folW—ev candidate events and therefore Both spectra are equally sensitive to the electron energy

must resort to other kinematic variables for the mass megggponse of the detector. We calibrate this response by forc-
surement. ing the observed dielectron mass peak in Zhe ee sample
to agree with the knowZ mass[9] (Sec. V). This means
that we effectively measure the ratio W and Z masses,
!In the following we use “electron” generically for both electrons which is equivalent to a measurement of ianass because
and positrons. the Z mass is known precisely.

D. Mass measurement strategy
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FIG. 5. Cutaway view of the DO calorimeter and tracking sys-

FIG. 4. pt(e) spectrum forW bosons withqr=0 (solid line), tem.

with the correctqy distribution (@), and with detector resolutions

(shaded arga protons for antiproton production during collider operation.

. Since the Main Ring beam pipe passes through the outer
To carry out these measurements we perform a maximun@ection of the DO calorimeter, passing proton bunches give

likelihood fit to the spectra. Since the shape of the spectrgise to backgrounds in the detector. We eliminate this back-

including all the experimental effects, cannot be computedyqng ysing timing cuts based on the accelerator clock sig-
analytically, we need a Monte Carlo simulation program that; 5

can predict the shape of the spectra as a function oihe
mass. To perform a measurement of Wemass to a preci-
sion of order 100 MeV, we have to estimate individual sys-
tematic effects to 10 MeV. This requires a Monte Carlo
sample of 2.5 10° acceptedV bosons for each such effect.
The program therefore must be capable of generating Iarg((;e
samples in a reasonable time. We achieve the required peg;
formance by employing a parametrized model of the detectotrh
response.

We next summarize the aspects of the accelerator and
detector that are important for our measurem@sgc. IlI).
Then we describe the data selecti@ec. IV) and the fast The central detector is designed to measure the trajecto-
Monte Carlo modelSec. V). Most parameters in the model ries of charged particles. It consists of a vertex drift chamber,
are determined from our data. We describe the determinatioa transition radiation detector, a central drift cham({@zpC),
of the various components of the Monte Carlo model in Secsand two forward drift chamberd=DCs. There is no central
VI-IX. After tuning the model we fit the kinematic spectra magnetic field. The CDC covers the regipm <1.0. It is a

B. Detector
1. Overview

The DO detector consists of three major subsystems: a
ntral detector, a calorimeté¥ig. 5), and a muon spectrom-
er. It is described in detail in Ref23]. We describe only

e features that are most important for this measurement.

2. Central detector

(Sec. X, perform some consistency chect&ec. X)), and
discuss the systematic uncertainti&gc. Xll). Section XIlI
summarizes the results and presents the conclusions.

I1l. EXPERIMENTAL SETUP
A. Accelerator

The Fermilab Tevatrof22] collides proton and antipro-
ton beams at a center-of-mass energy/sf=1.8 TeV. Six

jet-type drift chamber with delay lines to give the hit coor-
dinates in ther-z plane. The(FDCs cover the region 1.4
<|7y|<3.0.

3. Calorimeter

The calorimeter is the most important part of the detector
for this measurement. It is a sampling calorimeter and uses
uranium absorber plates and liquid argon as the active me-
dium. It is divided into three parts: a central calorimeter

bunches each of protons and antiprotons circulate around tH€C) and two end calorimetef&Cs9, each housed in its own
ring in opposite directions. Bunches cross at the intersectionryostat. Each is segmented into an electromagr(&id)
regions every 3.us. During the 1994-1995 running period, section, a fine hadroniFH) section, and a coarse hadronic

the accelerator reached a peak

luminosity of 2.5CH) section, with increasingly coarser sampling. The

X 10 cm 2s ! and delivered an integrated luminosity of CC-EM section is constructed of 32 azimuthal modules. The

about 100 pb™.

entire calorimeter is divided into about 5000 pseudoprojec-

The Tevatron tunnel also houses a 150 GeV proton syrtive towers, each covering 0<0.1 in X ¢. The EM sec-

chrotron, called the Main Ring, which is used as an injectoition is segmented into four layers, 2, 2, 7, and 10 radiation
for the Tevatron. The Main Ring also serves to acceleratéengths thick. The third layer, in which electromagnetic

092003-5



B. ABBOTT et al. PHYSICAL REVIEW D 58 092003

0.5 T T T
] O Preamp temperature ]
= =T change +1C
5] =) i ]
210°% b o
[ 5] 6 B . . .
000 s+ .o TOMENRS e O :.”‘q
SRy e
102} i
0 L -0.5 . L .
g 1/94 Time 2/96
FIG. 8. Percentage change in the central calorimeter gains over
the course of the run.

V0720 0 20 a0 60

ADC counts the rms of the pedestal distribution are read out. This region
FIG. 6. Pedestal spectrum of a central calorimeter cell, wherd®f the pedestal spectrum is indicated by the shaded region in
the mean pedestal has been subtracted. The shaded region is fhig. 6. Because of its asymmetry, the spectrum does not
events removed by the zero suppression. average to zero after zero suppression. Thus the zero sup-
pression effectively causes a pedestal shift.
showers typically reach their maximum, is transversely seg- The liquid argon has unit gain, and therefore the calorim-
mented into cells covering 0.650.05 in 7X ¢. The had- €ter response was extremely stable during the entire run. Fig-
ronic section is segmented into four lay&@C) or five lay-  ure 7 shows the response of the liquid argon as monitored
ers (EC). The entire calorimeter is 7—9 nuclear interactionWith radioactive sources af and g particles. Figures 8 and
lengths thick. There are no projective cracks in the calorim9 show the gains and pedestals of a typical readout channel
eter, and it provides hermetic and almost uniform coveragéhroughout the run.
for particles with| 7| <4. Figure 5 shows a view of the calo- ~ The EM calorimeter provides a measurement of energy
rimeter and the central detector. and position of the electrons from ti¢ andZ decays. Be-
The signals from arrays of'22 calorimeter towers, cov- Cause of the fine segmentation of the third layer, we can
ering 0.2<0.2 in X ¢, are added together electronically for measure the position of the shower centroid with a precision
the EM section only and for all sections, and shaped with £f 2.5 mm in the azimuthal direction and 1 cm in the
fast rise time for use in the level 1 trigger. We refer to thesedirection. .
arrays of 2<2 calorimeter towers as “trigger towers.” - We study the response of the EM calorimeter to electrons
Figure 6 shows the pedestal spectrum of a calorimetel? beam test§24]. To reconstruct the electron energy we add
cell. The spectrum has an asymmetric tail from ionizationthe signalsa; observed in each EM layef£1, . ..,4) and
caused by the intrinsic radioactivity of the uranium absorbethe first FH layer {=5) of an array of X5 calorimeter
plates. The data are corrected such that the mean pedestaf@svers, centered on the most energetic tower, weighted by a
zero for each cell. To reduce the amount of data that have tyer dependent sampling weigt
be stored, the calorimeter readout is zero suppressed. Only

. . . . 5
cells with a signal that deviates from zero by more than twice

E=A21 sia— Sgy - 7
o L B source
ggﬁ: L + } To determine the sampling weights, we minimize
S olivdhmintntitwety § # .
Roozf ¢ - ' n
-0.04

[
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f—
T
i
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1
i
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FIG. 7. Response of the liquid argon in the central calorimeter FIG. 9. Change in the central calorimeter pedestals over the
as monitored byr and 8 sources. course of the run.
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FIG. 10. Fractional deviation of the reconstructed electron en-teStS of a CC-EM madule for the dat@) and the parametrization

ergy from the beam momentum from beam tests of a CC-EM mod-(SOIIOI ling).

ule.
mined with a resolution of 3 cm from the time difference

between the hits on the two sides of the detector for use in

x2= 2 (pﬁﬁ, (8)  thelevel 2 trigger. This array_is aIS()__gaIIed thg Ie_vel 0 trigger
TEMm because the detection of an inelagtjzinteraction is a basic

) ) requirement of most trigger conditions.
where the sum runs over all events ang, is the resolution

given in Eqg.(9). We obtainA=2.96 MeV/analogue to digital 5. Trigger
converter (ADC) count, dgy=—347 MeV, s,=1.31, s, , ,
~0.85,5,=0.98, andss=1.84. We arbitrarily fixs;=1. The Readout of the detector is controlled by a two-level trig-

r system.

value of 8z depends on the amount of dead material in front9 . .
em 0P Level 1 consists of an and/or network, which can be pro-

of the calorimeter. The parametess—s, weight the four . L
EM layers andss the first FH layer. Figure 10 shows the grammed to trigger on @p crossing in a number of prese-

fractional deviation of as a function of the beam momen- lected conditions are true. The level 1 trigger decision is

tUM Ppeary Above 10 GeV they deviate by less than 0_3%taken within the 3.5us time_ interval between crossings. As
from each other an extension to level 1, a trigger procesflevel 1.5 may be

The fractional energy resolution can be parametrized as quked to execute S|mp!e algorithms on the limited infor-
function of electron energy using constant, sampling, andnation available at the time of a level 1 accept. For e'?c'
noise terms as trons, the processor uses the energy deposits in each trigger
tower as inputs. The detector cannot accept any triggers until
2 2 2 the level 1.5 processor completes execution and accepts or
(@) —c2 + SE_M) +<nﬂ) (9)  rejects the event.
E M\ JEsing E ) Level 2 of the trigger consists of a farm of 48 VAXstation
4000’s. At this level the complete event is available. More
with cgy=0.003, sgy=0.135 GeW? [25,26, and ngy  sophisticated algorithms refine the trigger decisions, and
=0.43 GeV in the central calorimeter. The anglds the events are accepted based on preprogrammed conditions.
colatitude of the electron. Figure 11 shows the fractionalEvents accepted by level 2 are written to magnetic tape for
electron energy resolution versus beam momentum for aff-line reconstruction.
CC-EM module. The line shows the parametrization of the
resolution from Eq(9). IV. DATA SELECTION
4. Luminosity monitor A. Trigger
Two arrays of scintillator hodoscopes, mounted in front of The conditions required at trigger level 1 fav and Z
the EC cryostats, register hits with a 220 ps time resolutioncandidates are the following.
They serve to detect that an inelagtip interaction has taken pﬁinterac_tion Level 0 hodoscopes register hits consis-
place. The particles from the breakup of the proton give riseent with app interaction. This condition accepts 98.6% of
to hits in the hodoscopes on one side of the detector that amdl W andZ bosons produced.
tightly clustered in time. The detector has a 91% acceptance Main Ring veto.No Main Ring proton bunch passes

for inelasticpp interactions. For events with a single inter- through the detector less than 800 ns before or aftepfhe
action, the location of the interaction vertex can be detercrossing, and no protons were injected into the Main Ring
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. . . FIG. 13. Efficiency of a 15 GeV level §; requirement. The
FIG. 12. Relative efficiency of the level 2 electron filter for a arrow indicates the cut applied in the final event selection.

threshold of 20 GeV. The arrow indicates the cut applied in the final

event selection. . -
shows the measured relative efficiency of the level 2 electron

filter versus electrop for a level 2pt threshold of 20 GeV.
We determine this efficiency usinfydata taken with a lower
threshold valug16 GeV). The efficiency is the fraction of
electrons above a level2; threshold of 20 GeV. The curve
is the parametrization used in the fast Monte Carlo simula-

less than 400 ms before tipgp crossing.

EM trigger towers.There are one or more EM trigger
towers withE sin 6>T, whereE is the energy measured in
the tower, 6 its angle with the beam measured from the cen
ter of the detector, and a programmable threshold. This
requirement is fully efficient for electrons with>2T.

The level 1.5 processor recomputes the transverse ele
tron energy by adding the adjacent EM trigger tower with the
largest signal to the EM trigger tower that exceeded the leve

1 threshold. In addition, the signal in the EM trigger towerge[‘vel 2 b, condition. Figure 13 shows the measured effi-

that exceeded the level 1 threshold must constitute at lea . o
85% of the signal registered in this tower if the hadronic©'€N¢Y versupq(v). The curve is the parametrization used

layers are also included. This EM fraction requirement is" the fast Monte Carlo simulation.
fully efficient for electron candidates that pass our off-line
selection(Sec. IV D. B. Reconstruction
Level 2 uses the EM trigger tower that exceeded the level
1 threshold as a starting point. The level 2 algorithm finds
the most energetic of the four calorimeter towers that make We identify electrons as clusters of adjacent calorimeter
up the trigger tower and sums the energy in the EM section§ells with significant energy deposits. Only clusters with at
of a 3x 3 array of calorimeter towers around it. It checks theleast 90% of their energy in the EM section and at least 60%
longitudinal shower shape by applying cuts on the fraction oPf their energy in the most energetic calorimeter tower are
the energy in the different EM layers. The transverse showegonsidered as electron candidates. For most electrons we also
shape is characterized by the energy deposition pattern in tHgconstruct a track in the CDC or FDC that points towards
third EM layer. The difference between the energies in conthe centroid of the cluster.

_ Level 2 also computes the missing transverse momentum
ased on the energy registered in each calorimeter cell and
he vertexz position. We determine the efficiency curve for a
5 GeV level 2p; requirement from data taken without the

1. Electron

centric regions covering 0.260.25 and 0.1%0.15 in 7 We compute the electron energye) from the signals in
X ¢ must be consistent with an electron. Level 2 also im-all cells of the EM layers and the first FH layer in a window
poses an isolation condition requiring covering 0.5¢0.5 in X ¢ and centered on the tower which
registered the highest fraction of the electron energy. In the
2iEisin ¢ —p7 computation we use the sampling weights and calibration
pr <0.15, (10 constants determined using the test beam (B¢. 111 B 3

except for the offsetsgy,, which we take from an in situ

where the sum runs over all cells within a cone of radus calibration(Sec. VI D), i.e., Sgpy=—0.16 GeV for electrons
= JA¢?+ A 7%=0.4 around the electron direction apgis  in the CC.
the transverse momentum of the electfa]. The calorimeter shower centroid positi®.., Year, Zca)s

The pt of the electron computed at level 2 is based on itsthe center of gravity of the trackyy, Yuk, Zw), and the
energy and the position of the interaction vertex measured proton beam trajectory define the electron direction. The
by the level 0 hodoscopes. Level 2 accepts events that havesaower centroid algorithm is documented in Appendix B.
minimum number of EM clusters that satisfy the shape cutd'he center of gravity of the CDC track is defined by the
and havep; above a preprogrammed threshold. Figure 12mean hit coordinates of all the delay line hits on the track.
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The calibration of the measuredcoordinates contributes a
significant systematic uncertainty to tiiéboson mass mea-
surement and is described in Appendixes A and B. Using
tracks from many events reconstructed in the vertex drift
chamber, we measure the beam trajectory for every run. The
closest approach to the beam trajectory of the line through
shower centroid and track center of gravity defines the posi-
tion of the interaction verteXxy, Yux. Zw)- IN Z—ee
events we may have two electron candidates with tracks. In
this case we take the point midway between the vertex posi-
tions determined from each electron as the interaction vertex.
Using only the electron track to determine the position of the ) )
interaction vertex, rather than all tracks in the event, makes F!G- 14. lllustration of momentum vectors in the transverse
the resolution of this measurement less sensitive to the |ump!ane forZ—eecandidates. The vectors drawn with thick lines are
nosity and avoids confusion between vertices in events wittfirectly measured.

more than ongp interaction. . o
' . . follow the conventions first introduced by UA20] and call
We then define the azimuth(e) and the colatitude(e) the axis along the inner bisector of the two electrons #he

giftitct]nesfalectron using the vertex and the shower centroid IOOélxis and the axis perpendicular to that thaxis. Projections

on these axes are denoted with subscriptar & Figure 14
illustrates these definitions.

Yea™ Yt .
tan ¢(e)= ﬁ (11 In case ofW—ev decays we define the transverse neu-
cal “vix trino momentum
2 2 2 2
X2 Y2~ Xty 2 (V= —B(e)— i
tan 6(e) = cal™ Yeal Y pr(v) pr(e)— Ut a7
Zeal— Zyx

(12 and the transverse maggq. (6)]. Useful quantities are the
projection of the transverse recoil momentum on the electron
Neglecting the electron mass, the momentum of the electrodirection,

is given by )
' u; = Us- pr(e), (18
sin #(e)cos ¢(e)
p(e)=E(e)| sin d(e)sin ¢(e) |. (13) and the projection on the direction perpendicular to the elec-
cosé(e) tron direction,
2. Recoil u, =Ur-[pr(e)xz]. (19

We reconstruct the transverse momentum of all particle§igure 15 illustrates these definitions.
recoiling against th&V or Z boson by taking the vector sum
C. Electron identification

, (14 1. Fiducial cuts

To ensure a uniform response we accept only electron
where the sum runs over all calorimeter cells that were readandidates that are well separated in the azinjiii) from
out, except those that belong to electron clustEfsare the the calorimeter module boundaries in the CC-EM section
cell energies, ang; and g; are the azimuth and colatitude of
the center of cell with respect to the interaction vertex.

COS ¢;
Sin ¢;

GT: 2| EiSin Gi

3. Derived quantities

In the case ofZ—ee decays, we define the dielectron
momentum

p(ee)=p(e;)+p(ey) (19

. . . :";‘_)
and the dielectron invariant mass (V)

m(ee)=2E(e;)E(e,)(1—cosw), (16)
wherew is the opening angle between the two electrons. Itis FIG. 15. Illustration of momentum vectors in the transverse

useful to define a coordinate system in the plane transversgane forW— ev candidates. The vectors drawn with thick lines are
to the beam that depends only on the electron directions. Weirectly measured.
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and from the edges of the calorimeter by cutting/of and
Z.a- We also remove electrons for which teposition of
the track center of gravity is near the edge of the CDC. Fo

electrons in the EC-EM section we cut on the index of the

most energetic tower,,. Tower 15 covers 1.4 »<<1.5 with
respect to the detector center, and tower 25 covers: 2.4
<2.5.

2. Quality variables

We test how well the shape of a cluster agrees with that
expected for an electromagnetic shower by computing a

quality variable §?) for all cell energies using a 41-

dimensional covariance matrix. The covariance matrix was

determined fronGEANT [28] based simulationg29].
To determine how well a track matches a cluster, we ex

trapolate the track to the third EM layer in the calorimeter

and compute the distance between the extrapolated track a
the cluster centroid in the azimuthal directidrs, and in the
z direction,Az. The variable

2 2

5

guantifies the quality of the match. In the EC-EM sectias
replaced by, the radial distance from the center of the de-
tector. The parameterds=0.25cm, §z=2.1 cm, andér
=1.0 cm are the resolutions with whighs, Az, andAr are
measured, as determined with the electrons filim ev de-
cays.

As
s

Az
5z

2 _
O™

(20

In the EC, electrons must have a matched track in the

forward drift chamber. In the CC, we define “tight” and
“loose” criteria. The tight criteria require a matched track in

the CDC. The loose criteria do not require a matched track

and help increase the electron finding efficiency Zeree
decays.
The isolation fraction is defined as

Econe_ Ecore

1:iso_ (21)

Ecore

where E . iS the energy in a cone of radiu®
=JA¢*+A7?=0.4 around the direction of the electron
summed over the entire depth of the calorimeter Bpg, is
the energy in a cone d®=0.2, summed over the EM calo-
rimeter only.

Figure 16 shows the distributions of the three quality var
ables for electrons in the CC with the arrow showing the cu
values. Table | summarizes the electron selection criteria.

D. Data samples

The data were taken during the 1994—-1995 Tevatron run-
After the removal of runs in which parts of the detector wereFiducial cuts
not operating adequately, they amount to an integrated lumi-

nosity of about 82 pb'. We selectW decay candidates by
requiring the following.
level 1: pp interaction
Main Ring veto

5
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nd FIG. 16. Distributions of the electron identification variables.
The arrows indicate the cut values.

level 1.5: =1 EM cluster above 15 GeV

level 2: electron candidate withy>20 GeV
momentum imbalancg;>15 GeV

=1 tight electron candidate in the CC
pr(e)>25 GeV

pr(v)>25 GeV

ur<15 GeV

off line:

We selectZ decay candidates by requiring the following.

level 1: pp interaction

=2 EM trigger towers above 7 GeV
level 1.5: =1 EM cluster above 10 GeV
level 2: =2 electron candidates with;>20 GeV
off line: =2 electron candidates

pr(e)>25 GeV

70<m(eg) <110 GeV
We acceptZ— ee decays with at least one electron can-
didate in the CC and the other in the CC or EC. One CC
candidate must pass the tight electron selection criteria. If the
other candidate is also in the CC, it may pass only the loose
criteria. We use the 2179 events with both electrons in the
CC (CC/CCZ sample to calibrate the calorimeter response
to electrongSec. V). These events need not pass the Main
Ring veto cut because Main Ring background does not affect
the EM calorimeter. The 2341 events for which both elec-
trons have tracks and which pass the Main Ring veto
(CC/CCH+EC Z sample serve to calibrate the recoil momen-
fum response(Sec. VI)). Table Il summarizes the data
amples.

TABLE I. Electron selection criteria.

Variable CC(loose CC (tight) EC (tight)
|A ¢|>0.02 |A ¢|>0.02
|Zcal <108 Cm  |zgo|<108cm  15<]i,|<25
|z <80 cm
Shower shape  x?<100 x2><100 x2<100
Isolation fiso<<0.15 fiso<<0.15 fiso<<0.15
Track match on<5 on<10

EM trigger tower above 10 GeV
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TABLE Il. Number of W andZ candidate events. d3o d?o ‘
vy ~T (22)
Channel Z—ee W-ev dardydQ qudy‘ Q2=MZ dQ
Fiducial region of electrons CC/CC CC/CC CC/EC CcC
e quality (t=tight, I=loose  t/I t/t t/t t to generateyy, y, andQ of the bosons.

For pp collisions, the vector boson production cross sec-
tion is given by the parton cross sectf&nj convoluted with
the parton distribution function(x,Q?) and summed over
parton flavors,j:

Pass Main Ring veto 537 1225 1116 28323
Fail Main Ring veto 107 310 268

Figure 17 shows the luminosity of the colliding beams d20
during theW and Z data collection. —— = dxlf dx,fi(x1,Q%)f;(x2,Q%)
On several occasions we use a sample of 295 000 random dardy %7

pp interaction events for calibration purposes. We collected d25 -
these data concurrently with th# andZ signal data, requir- X 8(8¥XX,— Q%) = - (23
ing only app interaction at level 1. We refer to these data as dardy

“minimum bias events.” ) )
Several author$30,31] have computedl a/qudy|Qz:M\2N
using a perturbative calculatidi32] for the highg; regime
V. FAST MONTE CARLO MODEL and the Collins-Soper resummation formali§88,34 for
A. Overview the low-q regime. We use the code provided by the authors
) . of Ref. [30] and the Martin-Roberts-Sterling set’A
The fast Monte Carlo_model consists of three parts. F'rSEMRSA’) parton distribution function§35] to compute the
we simulate the production of th& or Z boson by generat- . j<s section. We evaluate E@3) separately for interac-

'?}9 the bolion r:our-mp.mentfuir: and other charactenstlcr? ions involving at least one valence quark and for interac-
the event like thez position of the interaction vertex and the ionc involving two sea quarks.

luminosity. The event luminosity is required for luminosity- 1,4 parton cross section is given by
dependent parametrizations in the detector simulation. Then

we simulate the decay of the boson. At this point we know 42z To o

the truep+ of the boson and the momenta of its decay prod- ——=— { J d?b €9TP.W(b)xe S+Y{, (24
ucts. We then apply a parametrized detector model to these dordy 4ms

momenta in order to simulate the observed transverse recoil

momentum and the observed electron momenta where o is the tree-level cross sectios, is the parton
center-of-mass energy, ard is the impact parameter in

transverse momentum spat®é.andY are perturbative terms,

] ] ) and S parametrizes the nonperturbative physics. In the nota-
In order to specify completely the production dynamics oftjon of Ref.[30],

vector bosons ipp collisions, we need to know the differ-

ential production cross section in ma&s rapidity y, and

transverse momenturg; of the producedwW bosons. To S=
speed up the event generation, we factorize this into

B. Vector boson production

b%+g;95In(100¢;x,)b,  (25)

Q
9:1+092 In(Z_Qo

whereQ, is a cutoff parameter angd, andx, are the mo-
mentum fractions of the initial state partons. The parameters
Jf 01, 9», andgs have to be determined experimentalfec.

VI ).

We use a Breit-Wigner curve with mass-dependent width
for the line shape of th&/ boson. The intrinsic width of the
Wis I'\y=2.062+ 0.059 GeV[36]. The line shape is skewed
due to the momentum distribution of the quarks inside the
proton and antiproton. The mass spectrum is given by

g

number of events
[
g 8

400 -
| do _r Q? 26
200 aQ ‘) gm0
+
R VIR We call
luminosity (10*cm’”s™) 20 (v dx

r _cx f — £i(x,Q)f;(Q¥sx,Q?

FIG. 17. Luminosity distribution of th&V (solid line) and theZ Q) S 'EJ Qs X PRE v
(@) samples. 2
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TABLE Ill. Parton luminosity slope8 and fraction of sea-sea W g a w
interactionsfg in the W and Z production model. The3 value is §) . < _() §) »; > < _()
given for W—ev decays with the electron in the CC and dr b b p p

—ee decays with both electrons in the CC. _
FIG. 18. Polarization of th&V produced inpp collisions if the

W production quark comes from the protdfeft) and if the antiquark comes from
Z production the proton(right). The thick arrows indicate the orientation of the
B (Gev B (Gev foe particle spins.
’ -3 -3
MRSA’ [35] 3.6x 1073 8.6x 1073 0.207 the W rest frame. The spin of thé/ points along the direc-
CTEQ3M[42] 3.3x10 8.7x 10 0.203

tion of the incoming antiquark. Most of the time the quark
comes from the proton and the antiquark from the antiproton,
so that\ = — 1. Only if both quark and antiquark come from
the sea of the proton and antiproton is there a 50% chance
that the quark comes from the antiproton and the antiquark
from the proton and in that case=1 (Fig. 18. We deter-
mine the fraction of sea-sea interactiomg, using the pa-
rametrizations of the parton distribution functions given in
FLIB [38].

When O(«a) processes are included, the boson acquires
finite pr and Eq.(29) is changed t439]

CTEQ2M[43] 8.8x1072 0.203
MRSD-"' [44] 3.8x10°3 9.6x1073 0.201

the parton luminosity. To evaluate it we generate-ev
events using theilErwIG Monte Carlo event generatf87],
interfaced withpDFLIB [38], and select the events subject to
the same kinematic and fiducial cuts as for eand Z
samples with all electrons in the CC. We plot the mass specF-’D
trum divided by the intrinsic line shape of th& boson. The
result is proportional to the parton luminosity, and we pa-
rametrize the spectrum with the functipb2]

g
o BQ T cos fg L1+ ealdr)cos st a,(G7)c0S fcq]

L= (28) (30

Table 1ll showsg for W and Z events for some modern . . . . :
parton distribution functions. The value gfdepends on the The angledcsin Eq. (30) is now defined in the (_Zollms-Soper
rapidity distribution of theW bosons, which is restricted by T@me[40]. The values ofx; anda; as a function of trans-
the kinematic and fiducial cuts that we impose on the decay€'Se boson momentum have been_calculate(d(atﬁ) [39]
leptons. The values g8 given in Table IIl are for the rapid- and are shown in Fig. 19. We have implemented the angular
ity distributions ofW andZ bosons that satisfy the kinematic distribution given in Eq(30) in the fast Monte Carlo model.
and fiducial cuts given in Sec. IV. The uncertaintygnis ~ The effect is smaller if theV bosons are selected withy
about 0.001, due to Monte Carlo statistics and uncertainties' 15 GV rather than four<30 GeV. The angular distribu-
in the acceptance. tion of the leptons fronZ —ee decays is also generated ac-
To generate the boson four-momenta, we tr@atdQ  cording to Eq(30), but witha; anda, computed foZ—ee
andd2o/dqZdy as probability density functions and piek ~ decays39]. _ _
from the former and a pair of andgy values from the latter. To check whether neglecting the correlations between the
For a fractionf. we used?s/dgZdy for interactions be- Mass and the other parameters in EZp) introduces an un-
tween two sea quarks. Their helicity 4s1 or —1 with equal gertalnty, vlved_use r;[he'ERW:G 'programl to gc?neratWHgvl
orobability. For the remaining¥ bosons we usd2a/dgZdy ecays including the correlations neglected in our model. We

for interactions involving at least one valence quark. They

always have helicity-1. Finally, we pick thez position of S2
the interaction vertex from a Gaussian distribution centered [
atz=0 with a standard deviation of 25 cm and a luminosity 15
for each event from the histogram in Fig. 17. I

for W* bosons with\=—1 and after integration oved.

C. Vector boson decay

At lowest order théV boson is fully polarized along the

beam direction due to th&-A coupling of the charged cur- 05F

rent. The resulting angular distribution of the charged lepton [

in the W rest frame is given by ol e
o(1—\q cos 6*)2, (29

".I.. saaadaras N T TR TTE FUTTA FETEE FWwTe e
05516203040 50 60 70 80 90 100
qr (GeV)

d cos 6*

where\ is the helicity of thew with respect to the proton

direction, g is the charge of the lepton, aritf is the angle FIG. 19. Calculations ofr, (solid line) anda, (dashed lingas
between the charged lepton and proton beam directions ia function of the transverse momentum of iveboson.
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function of AR(ey). The shaded histogram in the figure
shows the photons that are reconstructed as separate objects.
If the photon and electron are close together, they cannot be
separated in the calorimeter. The momentum of a photon
with AR(ey) <R, is therefore added to the electron momen-
tum, while for AR(ey)=R,; a photon is considered sepa-
rated from the electron and its momentum is added to the
recoil momentum. We us®,=0.3, which is the approxi-
mate size of the window in which the electron energy is
measured. This procedure has been verified to give the same
results as an expliCiISEANT simulation of radiativeW de-
cays. In only about 3.5% of th&/—evr decays does the
photon separate far enough from the electron, A&(evy)
E ;-e >Ry, to cause a mismeasurement of the transverse mass.
02 0406 08 1 1214 16 1.8 2 W boson decays through the chankél- rv—evvv are
AR(ev) topologically indistinguishable fromW—evr decays. We
therefore include these decays in thedecay model, prop-
FIG. 20. Distribution ofAR(ey) of photons fromW—evy de-  erly accounting for the polarization of theleptons in the
cays that are reconstructed as separate objsbeded argaand  decay angular distributions. The fraction ¥ bosons that
those that are not, either b_ecause they are too close to the electragcay in this way i8(7—evv)/[1+B(7—evv)]=0.151.
or too low in energy(solid lin). We let the generatetlV bosons decay with an angular
distribution corresponding to their helicity. For 15.1% of the
determine all the input distribution@V boson line shape, y bosons, the decay is tov—evvy. For 30.6% of the

differential cross section ipr andy, and parton luminosity  remainingW bosons, a photon is radiated. For 66% of e
from these events. We then feed these into our simulatiomsons, the decay is te* ey and for the remainder to

This generates events with the dynamics asiERWIG, but  g+g—

without correlations between these input distributions. Alter-

natively, we directly feed the events generatedHERWIG

into our simulation and only apply the parametrized detector D. Detector model

model. The results from fits to the transverse mass spectra of The detector simulation uses a parametrized model for

these two samples differ by less than®1%6 MeV. The un-  response and resolution to obtain a prediction for the distri-

certainty is due to the finite number of Monte Carlo events.pytion of the observed electron and recoil momenta.
Radiation from the decay electron or tiéboson biases  Wwhen simulating the detector response to an electron of

the mass measurement. If the decay electron radiates a phénergyE,, we compute the observed electron energy as
ton and the photon is well enough separated from the elec-

tron so that its energy is not included in the electron energy E(e)=agmEo+ AE(L,u)) + oem- X, (32
or if an on-shellW boson radiates a photon and therefore is

off shell when it decays, the measured mass is biased loWyhere o, is the response of the electromagnetic calorim-
We use the calculation of Refdl] to generateW—evy  oter AE is the energy due to particles from the underlying
decays. The calculation gives the fraction of events in whichy,en within the electron windogparametrized as a function

a photon with energ§(y)>E, is radiated, and the angular s |yminosity £ andu,), ogy is the energy resolution of the
distribution and energy spectrum of the photons. Only radiag|ectromagnetic calorimeter, adds a random variable from
tion from the decay electron and th boson, if the final 5 5rmal parent distribution with zero mean and unit width.
stateW is off shell, is included to ordes. Radiation by the The transverse energy measurement depends on the mea-
initial quarks or theW, if the final W is on shell, does not - g\;rement of the electron direction as well. We determine the
affect the mass of thew pair from theW decay. We use a gnower centroid position by intersecting the line defined by
minimum photon energiz,=50 MeV, which means thatin  {he event vertex and the electron direction with a cylinder
30.6% of allW decays a photon witk(y)>50 MeV is ra-  coaxial with the beam and 91.6 cm in radidise radial cen-
diated. Most of these photons are emitted close to the elega; of the EM3 layer. We then smear the azimuthal ard
tron direction and cannot be separated from the electron iggorginate of the intersection point by their resolutions. We
the calorimeter. FOZ — eedecays there is a 66% probability getermine thez coordinate of the center of gravity of the
that any one of the electrons radiates a photon W)  cDC track by intersecting the same line with a cylinder of 62

arbitrary units
=

—
[=-]

>50Mev. _ cm radius, the mean radial position of all delay lines in the
The separation of the electron and photon in the laboracpc, and smearing by the resolution. The measured angles
tory frame is are then obtained from the smeared points as described in
Sec. IVB 1.
AR(ey)=\[d(e)— (v °+[n(e)—n(y)]>. (31) The model for the particles recoiling against théhas

two components: a “hard” component that models fhe
Figure 20 shows the calculated distribution of photons as af theW and a “soft” component that models detector noise

092003-13



B. ABBOTT et al. PHYSICAL REVIEW D 58 092003

& [ S\ 0.2
= 140 [ t
St gousf
Q L
w1200 ~oa6f !
L [5) .
5 o control region
B 100F 2oar
¥a) [ <
g 1 2012
g sor S oik
¢ t L™
0 [y 0.08 |
A i
prys 0.06 |
[ 0.04
20 -
[ 0.02 |
0 : 0 :H..I....I“..I”..h...l....I....I....I....Iu.
(108 6 4 -2 0 2 4 6 8 10 0 0.1 02 03 0.4 05 0.6 07 0.8 09 1
Zyu(€1)-Z,i(€5) (cm) 1A
FIG. 21. Distribution ofz,,,(e1) — z,(€,) for theZ—eesample FIG. 22. Transverse energy flow into<b tower segments as a
(@) and the fast Monte Carlo simulatigsolid line). function of azimuthal separation from the electron in tisample.

and pileup. Pileup refers to the effects of additiopalin-  where \(e)=|6(e)—90°|, a=0.33 cm, b=5.2x10"3 cm,
teractions in the same or previous beam crossings. For the=4.2x10"%, andd=7.5x10"°. We then tune the resolu-
soft component we use the transverse momentum bafince tion function for z,, in the fast Monte Carlo simulation so
from a minimum bias event recorded in the detector. Thehat it reproduces the shape of thg,(e;) —z,(€,) distri-

observed recoipy is then given by bution observed in the data. We find that a resolution func-
R - . tion consisting of two Gaussians 0.31 and 1.56 cm wide,
Ur= _(RreﬂTJr‘Trec'X)QT_AUH(E'UH)pT(e)“L“mbﬁT(é?’) with 6% of the area under the wider Gaussian, fits the data

well. The histogram in Fig. 21 shows the Monte Carlo pre-
iction for the best fit, normalized to the same number of
events as the data. TM¥§ mass measurement is very insen-
sitive to these resolutions. The uncertainties in the resolution
parameters cause less than 5 MeV uncertainty in the fitted

whereqy is the generated value of the boson transverse m
mentum, R, is the (in general momentum-dependeme-
sponseo e is the resolution of the calorimeteAu, is the
transverse energy flow into the electron winddgparam-
etrized as a function of luminosity and|), and a,,, is a mass. L .

correction factor that allows us to adjust the resolution to the I "€ calibration of thez-position measurements from the

data. The quantitu, is different from the energy added to C_:DC and calorir_neter s des_cribe_d in Appendix A. We quan-
tify the calibration uncertainty in terms of scale factors

the electron,AE, because of the zero suppression in theaCDC:O.QSSt 0.001 andwe.— 0.9980+ 0.0005 for thez co-

calorimeter readout. ) e
We simulate selection biases due to the trigger requireordmate. The uncertainties in these scale factors lead to a

ments and the electron isolation by accepting events with thinite uncertainty in the/ mass measurement.
estimated efficiencies. Finally, we compute all the derived

quantities from these observables and apply fiducial and ki- B. Underlying event energy
nematic cuts. The energy in an array of 85 towers in the four EM
layers and the first FH layer around the most energetic tower
VI. ELECTRON MEASUREMENT of an electron cluster is assigned to the electron. This array

contains the entire energy deposited by the electron shower

plus some energy from other particles. The energy in the
The resolution for the coordinate of the track center of window is excluded from the computation af;. This

gravity, zy, is determined from th& —ee sample. Both causes a bias in,, the component ofi; along the direction

electrons originate from the same interaction vertex, anef the electron. Fop+(W) <M,

therefore the difference between the interaction vertices re-

constructed from the two electrons separatety,(e;) mr~2p(e)+uy, (395

—zu(€y), is a measure of the resolution with which the o ) ) o

electrons point back to the vertex. The points in Fig. 21 shows© that this bias propagates directly into a bias in the trans-

the distribution ofz,,(€;) — Z,u(€,) observed in the CC/CC Verse mass. We cal! this biasu, . It |s_equal to the momen-

Z sample with tracks required for both electrons. tum flow observeq in the EM and first FH sections of a 5
A Monte Carlo study based on single electrons generatedt S array of calorimeter towers.

with a GEANT simulation shows that the resolution of the ~We use theW and Z data samples to measutel,. For

A. Angular resolutions

shower centroid algorithm can be parametrized as every electron in thaV andZ samples, we compute the en-
ergy flow into an azimuthal ring of calorimeter towers, five
o(Zcg)=[a+bx(e)]+[c+dN(e)]z.a, (34  towers wide iny and centered on the tower with the largest
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TABLE IV. Au, for the W andZ event samples.

~ 0.7
Event sample SE,«5/coshn(e) (MeV) Auy (MeV) E 06k
w 95.8+0.4 479:2+6 A 05t
Z 93.6-1.3 468-7+6 2 0.4i
AV} b
0‘3 eda ooy bov o Ve Ve b by a0 b by ada
0 2 4 6 8 10 12 143016 %8 120
fraction of the electron energy. For every electron we plot luminosity (10" cm™s ")
the transverse energy flow into one-tower-wide azimuthal
segments of this ring as a function of the azimuthal separa- FIG. 24. The luminosity dependence @fu,).

tion |A¢| between the center of the segment and the electron

shower centroid. The energy flodE, . 5 is computed as the into the electron window also depends ap. Figure 25
sum of all energy deposits in the four EM layers and the firsishows(Au,(0,u;)), the mean value foAu, corrected back

FH layer in the X5 tower segment. Figure 22 shows theto zero luminosity, as a function af,. In the fast Monte
transverse energy flo®E;, s/coshz(e) versus|A¢| for the  Carlo model a valueAu, is picked from the distribution
electrons in théV sample withur<15 GeV. For smallA¢|  shown in Fig. 23 for every event and then correctedupr

we see a substantial energy flow from the electron showesind luminosity dependences.

and for larger|A¢| a constant noise level. The electron The measured electron energy is biased upwards by the
shower is contained in a window pf ¢p[<0.2. We estimate additional energyAE in the window from the underlying
the energy flow into the 5 tower window around the elec- event.AE is not equal teAu, because the additional energy
tron from the energy flow into segments of the azimuthaldeposited by the electron may lift some cells that would have
ring with [A ¢p|>0.2. The level of energy flow is sensitive to been zero suppressed in the calorimeter readout above the
the isolation cut. The region 0s2 A ¢|<0.4, which is used zero-suppression threshold. Therefore

for the isolation variable, is maximally biased by the cut; the

region 0.4<|A $|<0.6, which is close to the electron but AE=AU;—Apeq, (36)
outside the isolation region, is minimally biased. We expect

the energy flow under the electron to lie somewhere in bewhere Ap4=212+25 MeV is a correction for the pedestal
tween the energy flow into these two regions. We thereforghift introduced by the zero suppression in the calorimeter
computeAu, based on the average transverse energy floWeadout. This is determined by superimposing single elec-
into both regions and assign a systematic error equal to haffons simulated with GEANT simulation on minimum bias
the difference between the two regions. We repeat the sanfvents that were recorded without zero suppression in the
analysis for the electrons in the CC/@3ample. The results calorimeter readout. Most of this bias cancels in ti¢o Z

are tabulated in Table IV. We find\u,=479 +2(stab mass ratio so that th& mass measurement is not sensitive to
+6(sys) MeV for W events withu;<15 GeV. For theZ Aped-

sampleAu, is 117 MeV lower. Figure 23 shows the spec-

trum of Au, . C. u, efficiency

At hlgher luminosity the average ngmber of mtergch_ons The efficiency for electron identification depends on their
per event increases and therefakey, INCreases. This is environment. Well-isolated electrons are identified correctly
shown in F'go‘ 24.72Th7el mean value Al increases by 11.2 - g6 often than electrons near other particles. Therefdre
MeV per 16° cm™?s™%. The underlying event energy flow decays in which the electron is emitted in the same direction

as the particles recoiling against téare selected less often

©2250F thanW decays in which the electron is emitted in the direc-
52000 i # tion opposite the recoiling particles. This causes a bias in the
: N lepton py distributions, shiftingp(e) to larger values and
§1750? \ pr(v) to lower values, whereas the; distribution is only
51500 F ' \ slightly affected.
g | i
1250 | bt
5 . 4 I~ 07¢
1000 ¢ ¢ © 06}
‘ o O g o v 4
750 [ 4 ~ 0.5 r
3 : G’~ /\= - E )
500- , \\\ 20.4;_.0....
250 : ~ V03:....l..\l/..l..'..l....m.\l/..l....
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FIG. 25. Variation of(Au;) as a function ofu,. The region
FIG. 23. Distribution ofAu, in the W signal sample. between the arrows is populated by thesample.
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FIG. 26. Transverse energy flow intoxb tower segments as a FIG. 28. Mean isolation versus for the W electron sampléO)
function of the azimuthal separation from the electron for the elecnq the superimposed Monte Carlo electron sart@le

trons fromW— ev decays(®) and the superimposed Monte Carlo

lect I¢solid line). . . - . -
electron sampl¢solid line ments as a function af,. This efficiency is shown in Fig.

. - . . 29. The line is a fit to a function of the form
We estimate the electron finding efficiency as a function

of.uH by superimposing Monte Carlo electrons, simulated 1 for u;<uy,

using theGEANT program, onto the events from oW signal e(u)=¢o 1-s(u;—ug) otherwise. (37)

sample. We use th&/ sample in order to ensure that the

underlying event is correctly modeled. The sample of super- ) - o

imposed electrons, which are spatially separated from thdhe parametes, is an overall efficiency which is inconse-

electron that is already in the event, matches the data well. guential for theW mass measurement, is the value oty at

is important that the superimposed sample model the trandvhich the efficiency starts to decrease as a functionof

verse shower shape and isolation well, because these are thed s is the rate of decrease. We obtain the best fitufgr

dominant effects that cause the efficiency to vary with ~ =3.85=0.55 GeV ands=0.013-0.001 GeV'*. These two

Figure 26 shows the transverse shower profile of the supeialues are strongly correlated. The errors account for the

imposed electron Samp|e and the electron samp|e Yom finite number of Superimposed Monte Carlo electrons.

decays. Figure 27 shows the distribution of the isolation for

the two electron samples in fiug regions. Figure 28 com-

pares the mean isolation versusfor the two samples. .
We then apply the shower shape and isolation cuts used to Equation(7) relates the reconstructed electron energy to

select thew signal sample and determine the fraction of thethe recorded calorimeter signals. Since the values for the

electrons in the superimposed samples that pass all requireonstants were determined in a different setup, we determine
the offsetdgy and a scalexgy, which essentially modifies

A, in situ with collider data for resonances that decay to

D. Electron energy response

*‘g ;gg : electromagnetically showering particlesr®— yy, J/y
v 0; —eeg and Z—ee We usen® and J/¢ signals from an
(5
Yy E
O1000 | 1
b= F > E
(] [5Y E
Sl
2000 | 2
= F St
0 5
500 |
0 £
40
20¢ :
LY I 005 01 015 0.3
fio 02F
. . . . 0.1 F
FIG. 27. Isolation spectrum for five differen; regions: u, O
<-15GeV, -15<u<-5GeV, -5<uy<5GeV, 5<u, 430 20 -10 0 10 20 30
<15 GeV, andu,>15 GeV (from top to bottom, for the electrons u, (GeV)
from W—ev decays(®) and the superimposed electron sample
(shaded area FIG. 29. Electron selection efficiency as a functionupf
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FIG. 32. Dielectron mass spectrum for the background data
sample to the CC/C@ sample. The fit is an exponential.

0 1-cosw
Mgym= E(7) 2

(39

The fast Monte Carlo simulation predicts the recon-which is equal to the invariant mass if both photons have the

structed electron energy

5

E(e)=ozEMEo=Ai§l siai— Sem,

(39

whereE, is the generated electron energy. To deterndigg
and agy, We compare the observed resonances and Montsample of EM clusters without CDC tracks. After correcting
Carlo predictions as a function afg), and gy .

The photons from the decay af’s with pr>1 GeV can-

not be separated in the calorimeter. There is about a 10%jonte Carlo simulation opp—bb+ X, b—J/+ X tells us
probability for each photon to convert to afie” pair in the

material in front of the CDC. If both photons convert, we can
identify 7° decays as EM clusters in the calorimeter with

two doubly ionizing tracks in the CDC. We measure tHe
energyE(#°) in the calorimeter and the opening ange Together with our measurement of,,, this restricts the
between the two photons using the two tracks. This allows usllowed parameter space fagy and Sgy . The 7° andJ/

to compute the “symmetric mass”

events

3 4

5 6
m(ee) (GeV)

FIG. 31. Dielectron invariant mass spectrum for they—ee

sample(histogram and the background samp(®). The smooth

curve is a fit to the data.

same energy and is larger for asymmetric decays. Figure 30
shows the background-subtracted spectrunmgyf,, for 0
candidates in the CC-EM section superimposed with a
Monte Carlo prediction of the line shape.

Figure 31 shows the invariant mass spectrum of dielectron
pairs in thel/ s mass region. The smooth curve is the fit to a
Gaussian line shape above the background predicted using a

by —0.08+0.08 GeV for the underlying event energy, we
measure a mass of 3.688.04staj+0.19sys) GeV. A

that we expect to observe a mass

mobs: aEMmJ,¢+ 0'565EM . (40)

analyses are described in detail in Ref2]. Figure 34, be-
low, shows the 68% confidence level contoursdig, and
Sgm Obtained from these data.

Fixing the observed@ boson mass to the measured value
[Eg. (3)] correlates the values allowed fag,, and gy . For
a given dgy we determinexgy so that the position of thg
peak predicted by the fast Monte Carlo simulation agrees
with the data. To determine the scale factor that best fits the
data, we perform a maximum likelihood fit to tha(ee)
spectrum between 70 and 110 GeV. In the resolution func-
tion we allow for an exponential background shape whose
slope is fixed to—0.037+0.002 GeV'?, the value obtained
from a sample of events with two EM clusters that fail the
electron quality cutgFig. 32. The background normaliza-
tion is allowed to float in the fit. This is sufficient, together
with the 7% andJ/ ¢ data, to determine bothgy, and Sgy .

Without relying on the low-energy data at all, we can
extractagy and dgy from the Z data alone. The electrons
from Z decays are not monochromatic, and therefore we can
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FIG. 33. Distribution ofm(ee) versusf, for the CC-CCZ FIG. 35. Dielectron mass spectrum from the CC-ZGample.
_eesample. The superimposed curve shows the maximum likelihood fit and the

shaded region the fitted background.

make use of their energy spread to constraiy, and gy

. . reflect only statistical uncertainties. The uncertainty in the
simultaneously. Fobgy<E(e;) + E(e,) we can write y Y

% and J/ contours is dominated by systematic effects in
the underlying event corrections and the deviation of the test
beam data from the assumed response at low energies. The
double arrow in Fig. 34 represents the systematic uncertainty
in gy . We determine

m(ee)= agyMz+f;0eum, (41)

where f,=[E(e;) + E(e,)](1—cosw)/m(e€ and w is the
opening angle between the two electrons. We phfee)

versusf, (Fig. 33 and compare it with the Monte Carlo Sem=—0.16'092 GeV. (42)
predictions for the allowed values ofgy and 6gy using a '
binned maximum likelihood fit. Figure 35 shows then(ee) spectrum for the CC/CQZ

Using the constraints omrgy and dgy from the Z data  sample and the Monte Carlo spectrum that best fits the data
alone, we obtain the contour labele®™ in Fig. 34 and  for Sgy=—0.16 GeV. They? for the best fit to the CC/CC
dem=0.02-0.36 GeV. The uncertainty in this measurementm(ee) spectrum is 33.5 for 39 degrees of freedom. For
of &gy is dominated by the statistical uncertainty due to the
finite size of theZ sample. agy=0.9533+0.0008, (43

The combined constraint from all three resonances is o ) )
shown by the thick contour in Fig. 34. The® and J/y4  the Z peak position is consistent with the knovhboson
contours essentially fiXgy,, independent ofxgy,. The re- Mass. The error reflects the statistical uncertainty and the
quirement that th& peak position agree with the knovdh ~ uncertainty in the background normalization. The back-

If we split the CC/CCZ sample into events with two tight

= 0.9 electrons and events with a tight and a loose electron and fit
& 0.058] them separately using the value®fy, given in Eq.(43), we
T obtain
0.9561-
0.954!- M;=91.206-0.086 GeV (tight/tight samplg (44)
0.952r M,=91.145-0.148 GeV (tight/loose sample
0.95 + (45)
0.9481 . .
Figures 36a) and 3&b) show the corresponding spectra and
0'946? fits.
0.944r
0942 E. Electron energy resolution
0.94_0:'5'_-0"4'_'0'.'3'_-0'.'2 B o4 'bii'bb'bﬂi'b.s Equation(9) gives the functional form of the electron en-

Spy (GeV) ergy resolution. We take the intrinsic resolution of the calo-
rimeter, which is given by the sampling tersg,,, from the
FIG. 34. Sixty-eight percen68%) confidence level contours in test beam measurements. The noise tegg is represented
agy and Sgy from the /¢, #° andZ data. The inset shows an by the width of theAE distribution (Fig. 23. We measure
expanded view of the region where tyé is minimized. the constant terragy, from theZ line shape of the data. We
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FIG. 36. Dielectron mass spectra frga the tight/tight andb)
the tight/loose CC-CQ samples. The curves show the fitted Monte

Carlo spectra.

fit a Breit-Wigner line shape convoluted with a Gaussian,
whose width characterizes the dielectron mass resolution, to
theZ peak. Figure 37 shows the widih, ¢ of the Gaussian
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FIG. 38. Recoil momentum response in the Monte Célo
sample as a function afy .

uncertainties, 1.750.08 GeV. We find that Monte Carlo
simulation and data agree #cy=0.0115 3395,

not depend ortgy, .

VIl. RECOIL MEASUREMENT

A. Recoil momentum response

The detector response and resolution for particles recoil-

as indi-
cated by the arrows in Fig. 37. The measuiethass does

pect a momentum-dependent response function with values
below unity. In order to fix the functional form of the recaoil
momentum response, we study the response predicted by a
Monte CarloZ— ee sample obtained using thHERWIG pro-

gram and aEANT-based detector simulation. We project the
reconstructed transverse recoil momentum onto the direction
of motion of theZ and define the response as

|G- -l

ing against aW boson should be the same as for particles
recoiling against & boson. FoiZ— ee events, we can mea-
sure the transverse momentum of thérom thee™e™ pair,
pr(ee), into which it decays and from the recoil momentum Where g is the generated transverse momentum of Zhe
ur in the same way as fow—er events. By comparing boson. Figure 38 shows this response as a functiagy ofA
pr(ee) andur we calibrate the recoil response relative to theresponse function of the form

electron response.

The recoil momentum is carried by many particles,
mostly hadrons, with a wide momentum spectrum. Since the
response of calorimeters to hadrons tends to be nonlinear affigs the response predicted bEANT with ae=0.713
the recoil particles are distributed all over the calorimeter,+0.006 andg,..=0.046+0.002. This functional form also
including module boundaries with reduced response, we exdescribes the jet energy response of the DO calorimeter.

Riec=

ar ' (49

Riec= @rect IBrech)g( ar /GeV) (47)

22 —~ 6
S St
(3] L (Y :
O 21t 95_—
~ f AT
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FIG. 37. Dielectron mass resolution versus the constant term FIG. 39. Average,(e€)+u, versusp,(e€) for theZ data(®)

CEM .

and the fast Monte Carlo simulatiq®).
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rameters.

FIG. 41. Width of then-balance distribution versys,(e€) for
the Z data(®) and the fast Monte Carlo simulatig).

To measure the recoil response from the collider data, waosity, we need to take the minimum bias events at the same
use the CC/C@EC Z sample. We allow one of the leptons luminosity as theV events. At a given luminosity the mean
from the Z—ee decay to be in the CC or EC, so that the number of interactions in minimum bias events is always
rapidity distribution of theZ bosons approximates that of the smaller than the mean number of interactionshinevents.

W bosons. We require both leptons to satisfy the tight elecTo model the detector resolution correctly, the minimum bias
tron criteria. This reduces the background for the topologyevents must have the same interaction multiplicity spectrum
with one lepton in the EC. We also require the Main Ringas theW events. We therefore weight the minimum bias

veto as for theW sample(Sec. V). events so that their interaction multiplicity approximates that

We project the transverse momenta of the receail, and  of the W events. As a measure of the interaction multiplicity
the Z as measured by the two electrops(e€), on the inner on an event-by-event basis, we use the multiplicity of verti-
bisector of the electron directiorig axis), as shown in Fig. ces reconstructed from the tracks in the CDC and the timing
14. By projecting the momenta on an axis that is independerstructure of the level 0 hodoscope sign@gds].
of any energy measurement, noise contributions to the mo- We tune the two parameters,.. and «,, using the
menta average to zero and do not bias the result. We bin theC/CC+EC Z sample. The width of the spectrum of the
data inp,(e€) and plot the mean of the sum of the two balance,u, /Rt p,(€€), is a measure of the recoil mo-
projections,u,,+p,(e€), versus the mean gb,(e€) (Fig.  mentum resolution. Figure 41 shows this widt}) as a func-
39). We perform a two-dimensiongf fit for the two param-  tion of p,(e€). The contribution of the electron momentum
eters by comparing the data to predictions of the fast Monteesolution to the width of the; balance is negligibly small.
Carlo model for different values af,.. and B,... Figure 39  The contribution of the recoil momentum resolution grows
also shows the prediction of the Monte Carlo model for thewith p,(e€), while the contribution from the minimum bias
values of the parameters that give the best fit. Figure 40

shows the contour fog?= x5+ 1. The best fit(y3=5 for 21,07

eight degrees of freedomis achieved for a,e=0.693 55 ,

+0.060 andpB,=0.040=0.021. The two parameters are 1.06 - o

strongly correlated with a correlation coefficieni= . /” T

~0.979. Lse | h
1.04F \

B. Recoil momentum resolution

We parametrize the resolution for the hard component of 103 \
the recoil as \
102 \)
Orec™ Srec\/u—Ta (48) [ AN /

101} ~._ 7/

wheres, is a tunable parameter.

The soft component of the recoil is modeled by the trans-
verse momentum balang@: from minimum bias events,
multiplied by a correction factow,, [Eq. (33)]. This auto-
matically models the effects of detector resolution and

pileup. To model the pileup correctly as a function of lumi- ands;,.
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FIG. 43. n-balance distribution for th& data(®) and the fast

Monte Carlo simulatior{solid line). FIG. 45. Transverse energy flow in thié (®) andZ (solid line)

data.

pr is independent of, (e€). This allows us to determing,. 0.37 that the Monte Carlo and data spectra derive from the
and a,;, simultaneously and without sensitivity to the elec- Same parent distribution. A test givesy®=25 and 37,
tron resolution by comparing the width of the balance respectively, for 40 bins.

predicted by the Monte Carlo model with that observed in Figure 45 shows the overall energy flow transverse to the
the data in bins op,(e€). We perform ay? fit comparing ~beam direction measured by the s@n=X,E;sin ¢ over all
Monte Carlo and collider data. Figure 42 shows contours ofalorimeter cells except cells belonging to an electron clus-
constanty? in the amySrec Plane. The best agreemefy? ter. ForW events,(S;)=98.7+0.3 GeV, and forZ events,
—10.3 for eight degrees of freedorceurs fors,e=0.49 (Sr)=91.0:0.9GeV. Increased transverse energy flow
+0.14 GeVM2 and anp= 1.032+ 0.028 with a correlation co- leads to a worse recoil momentum resolution, and therefore
efficient p= —0.60 for the two parameters. Thibalance We need to correct the value iy, for the W sample to
Ug/Riect Pe(€€) is more sensitive to the electron momentumaccoﬂlnt for this dlffelrence. Flgfjure 46 relates tl;{:msverse en-
resolution and is affected by changessig, and ayy, in the €79 flow Sy to resolutionoy for a minimum bias event
same way. We use it as a cross-check only. sample. The resolution for measuring transverse momentum

Figure 43 shows the spectrum of /Re.+p,(e€) from balance along any direction is
the CC/CC+EC Z data sample and from the fast Monte _ 5/S. GeV
Carlo model with the tuned recoil resolution and response o1(Sr)=1.42 GeVr0.15/S; GeV+0.007%r  (49)
parameters. Figure 44 shows the corresponding distributiong minimum bias events. The different energy flows\Wh
for u;/Rect+ pe(€€). In both cases the agreement betweengng 7 events lead to a correction toay,, Of

data and Monte Carlo simulation is good. A Kolmogorov- ;. (98,7 GeV)k(91.0 GeV)=1.03+0.01. The uncertainty
Smirnov test[46] gives confidence levels o£=0.33 and

~ 7
@8 205F ®
E‘) 200 ¢ Data 9 6
2 U n=-012Gev -
'46 175 :_ o =491 GeV ©
S 150E— Simulation
—g F n=0.01GeV
5 125 0=4.88GeV i
a8 4 ;
100 |
: I
75 d 2r
50 | 1F
[
25._ 0LII‘LALJLLA_LAIIIIIIIIIIIIIIIIIIIIIILII]II
Ny — Fobass, 60 80 100 120 140 160 180 200 220 240
20 115 10 -5 0 S5 10 15 20 S; (GeV)
uE/RreC+p§(ee) (GeV)

FIG. 46. Resolution for transverse momentum balam¢erer-
FIG. 44. &balance distribution for th@ data(®) and the fast  sus the transverse energy fldy for minimum bias events®).
Monte Carlo simulatior(solid line). The smooth curve is a ffEq. (49)].
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FIG. 47. u, spectrum for théV data(®) and the Monte Carlo FIG. 49. Recoil momentumug) spectrum for theW data(®)
simulation(solid line). and the Monte Carlo simulatiofsolid line). The arrow shows the

location of the cut.

reflects the uncertainties in the determination(8f). This  jncjudes the parameters determined in this section and Sec.
uncertainty does not correlate Wi VI. Figure 47 compares the, spectra from Monte Carlo and

Z bosons are not intrinsically produced with less energwy data. The meam, for the W data is—0.64+0.03 GeV,
flow in the underlying event thaw bosons. Rather, the re- and for the Monte Carlo prediction including backgrounds it
quirement of two reconstructed isolated electrons biases the —0.61+-0.01 GeV, in very good agreement. For tiAé
event selection in th& sample towards events with lower- — ev signal only, the Monte Carlo model predicts a megn
energy flow compared to the events in thesample which  of —0.59 GeV. This is important because a biasijrwould
have only one electron. We demonstrate this by looseningranslate into a bias in the determinationrof [Eg. (35)].
the electron identification requirements for one of the elecThe agreement means that recoil momentum response and
trons in theZ sample. We use events that were collectedresolution and the, efficiency parametrization describe the
using less restrictive trigger conditions for which at level 2data well. Figures 48—50 show, , uy, and the azimuthal
only one of the electron candidates must satisfy the shapdifference between electron and recoil directions from Monte
and isolation requirements. We find that if all electron qual-Carlo andW data. The Kolmogorov-Smirnov probabilities
ity cuts are removed for one electroBy increases by 7%, for Figs. 47-50 are«=0.15, 0.38, 0.16, and 0.11, respec-
consistent with the ratio of th&; values in thew andz  tively.

samples.
VIIl. CONSTRAINTS ON THE W BOSON p; SPECTRUM
C. Comparison with W data A. Parameters
We compare the recoil momentum distribution in the Since we cannot reconstruct a Lorentz-invariant mass for
data to the predictions of the fast Monte Carlo model, whichW— ev decays, knowledge of the transverse momentum dis-
3

a4 F — g
= [ Data Simulation 0>)
q>)2250 Fpu=-0.03 GeV n=-0.01 GeV o
Vy000 | 0 =5.27 GeV =527 GeV =
St £ =t
5]
1750 | 2
E-IN: g
S1500 | =
g1250 F ,

1000 200 [

750 | i

500 - 100 —

250;_ 0’....|....|....|....|....|....|.

of 0 05 1 15 2 25 3
A5 100 50 5 10 15 Ad(e,rec)

u, (GeV)
FIG. 50. Azimuthal difference between electron and recoil di-
FIG. 48. u, spectrum for theV data(®) and the Monte Carlo rections for theW data(®) and the Monte Carlo simulatiosolid
simulation(solid). line).
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FIG. 51. Comparison of thgp;(ee) data (®) and simulation o
(solid line) for the best fitg, using MRSA parton distribution FIG. 52. Background parametrizations for figee) spectrum.

functions.
of the Z peak position. This mass window requirement re-

tribution of theW bosons is necessary to measure the masguces the background fraction to 2.5%, as determined from
from the kinematic distributions. Theoretical calculationsthe dielectron invariant mass spectrum. As such, it includes a
provide a formalism to describe the bospp spectrum, but  contribution from Drell-Yane™e™ production, which has a
itincludes the phenomenological parame®ysg,, andds,  p; spectrum similar to the signal and should not be counted
which need to be determined experimentdfec. VB. In  as background in this case. To account for this uncertainty
addition, the bosopr spectrum also depends on the choicewe assign an error to the background fraction+sf.5%.
of parton distribution functions and o¢p. The shape of the background is fixed by a sample of

We can measure th& bosonp; spectrum only indirectly  events with two electromagnetic clusters which pass the
by measuringir, the pr of all particles that recoil against same kinematic requirements as @i ee sample, but fail
the W boson. Momentum conservation requires ¥dooson  the electron identification cufl7] (sample 1. As a cross-
pr to be equal and opposite th . The precision of th&iy  check, we also use events with two jets, each with more than
measurement is insufficient, especially for smagll to con-  70% of its energy in the EM calorimetésample 2. Param-
strain theW spectrum as tightly as is necessary for a precisetrizations of the two background shapes are shown in Fig.

W mass measurement. 52. Their difference is taken to be the uncertainty in the
We therefore have to find other data sets to constrain thbackground shape.
model. The formalism that describes the spectrum of the We use the fast Monte Carlo model to predict fiéee)

W bosons has to simultaneously describeghespectrum of  spectrum fronZ— ee decays for different sets of parameter

Z bosons and the dileptgmy spectrum from Drell-Yan pro- values. The fast Monte Carlo model simulates the detector
duction with the same model parameter values. The authorscceptance and resolution as discussed in the previous sec-
of Ref.[30] find

9,=0.11'383 Ge\?,

e
=

9,=0.58"97 Ge\?,

gs=—1.5'01 Gev?! (50)

S
8 T T

for the mass cutoff);=1.6 GeV in Eq.(25) and CTEQ2M
parton distribution functions, by fitting Drell-Yan arfldata
at different values of)?. We further constrain these param- 0.04
eters using our much larg&rdata sample.

relative probability
[=

0.02

B. Determination of g, from Z—ee data
The py of Z bosons can be measye_d more precisely than 0(;' B S T S T ST T
the pt of W bosons by using the™e™ pairs from their pT(ee) (GeV)
decays. Figure 51 shows thpa(e€) spectrum observed in
the data. FIG. 53. Predictep(e€) spectra after detector simulation us-

To reduce the background contamination of the sampleing MRSA’ parton distribution functions ang,=0.18, 0.58, and
the invariant mass af candidates must be within 10.5 GeV 0.98 Ge\/.
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TABLE V. Fitted values ofg, for different parton distribution @ F

functions. Uncertainties are statistical only. 5 500 _
pr(ee)<15GeV p;(ee)<30GeV Adg(ee g K]
(Ge\?) (Ge\?) (Ge?) % 400
MRSA' 0.59+0.10 0.570.10 0.64£0.14 8 300 _
MRSD-' 0.61+0.10 0.590.10 0.7G£0.15 ;
CTEQ3M 0.54:0.10 0.52:0.10 0.57:0.13 [
CTEQ2M 0.61-0.10 0.58:0.10 0.67-0.14 200 -
; +

tions. Figure 53 shows thp(e€) spectra predicted by the 100_ pl
fast Monte Carlo model for the MRSAparton distribution i oo
functions and three values g§, with g, andgs fixed at the 005101550 2530 35 40 45 50
values given in Eq(50). pT (GeV)

The dominant effect of varying, is to change the mean
boson pr. Properly normalized and with the background  FiG. 54. p; spectra of a sample of events passing electron iden-
contribution added, we use these distributions as probabilityification cuts(solid line) and a sample of events failing the cuts
density functions to perform a maximum likelihood fit for (@).
g,. For a set of discrete values g§, we compute the joint
likelihood L of the observeg(e€) spectrum. We then fit simulation(Sec. V). This decay is suppressed by the branch-
log L as a function ofy, with a third-order polynomial. The ing fraction for r—evv, (17.83-0.08)% [18], and by the
maximum of the polynomial gives the fitted valuegyf. The lepton pr cuts. It accounts for 1.6% of events in thé
value ofg, has to be fit independently for each parton dis-sample.
tribution function choice. We perform fits for four choices of
parton distribution  functions: MRSA MRSD-', B. Hadronic background
CTEQ2M, and CTEQ3M. We fit the spectrum over the range ,
pr(ee) <15 GeV, which corresponds to the range accepted QCD processes can fake the signature W-a-ev decay
by theW selection cuts. The fits describe the data well. Tabldf & hadronic jet fakes the electron signature and the trans-
V lists the fitted values fog, for the different parton distri- verse momentum balance is mismeasured.
bution function choices. The result of the CTEQ2M fit is in ~ We estimate this background from thtg- spectrum of
good agreement with the value in E§O). events with an electromagnetic cluster. Electromagnetic clus-
We estimate systematic uncertainties in thefit by run-  ters in events with low; are almost all due to jets. A frac-
ning the fast Monte Carlo model with different parametertion satisfies our electron selection criteria and fakes an elec-
values and refitting the predicteri(ee) spectrum with the tron. From the shape of thie; spectrum for these events, we
nominal probability density functions. The uncertainties indetermine how likely it is for these events to have sufficient
electron momentum response and resolutionefficiency  p; to enter ouW sample.
parametrization, fiducial cuts, model of radiative decays, and We determine this Shape by se|ecting isolated e|ectromag_
background translate into a systematic uncertaintgJrof  netic clusters that havg?>200 ando>10. Almost all
0.05 GeV-. i electrons fail this cut, so that the remaining sample consists
As cross-checks, we fit ther(e€) spectrum forpr(€€)  gimost entirely of hadrons. We use data taken by a trigger
<30GeV and the spectrum of the azimuthal separationithoyt the p, requirement to study the efficiencies of this
A¢(e€) between the wo electrons to constrayg. The cut for jets. Fopt<<10 GeV we find 1973 such events, while
é g)s(i??atii?i?:gtlr:;nnsr}?\iitir?glI?r:aiyfrtggaztéce)ugp():ee(r:tt?l:?ﬂe?ﬁ b% the same sample 3674 satisfy our electron selection crite-
Table V we also quote thé results ng5 from the fits.to ria. If we normah_ze the bgckground spectrum to the electron
sample, we obtain an estimate of the hadronic background in

p1(e€) <30 GeV and thel ¢(ee) spectrum. . .
The Monte Carlo prediction for the fittegh, value using g? kil)?ﬁtg;?ncp?gs'(:]%t?msjggée];;%{% ?;eflhoww Epectra
L] T .

MRSA’ parton distribution functions is superimposed as a ) . .
smooth curve on Fig. 51. The Kolmogorov-Smirnov prob- In the data_ collected ‘.’V'th.thw tngger, we find .204 .
ability that the two distributions are from the same parentevents that satisfy all the fiducial and kinematic cuts, listed in

2
distribution is«k=0.72, and they? is 25.5 for 29 degrees of S€C. IV for theW sample, and havg®>200 andor,> 10.
freedom. Both of these tests indicate a good fit. We use thif/€ therefore estimate that 374 background events entered
model to compute the probability density functions for thethe signal sample. This corresponds to a fraction of the total

final fits to the kinematic spectra from thé sample. W sample after all cuts ofag=(1.3£0.2)%. For a looser
cut on the recoilpy, ur<30GeV, we findf,,~(1.6
IX. BACKGROUNDS +0.3)%. The error is dominated by uncertainty in the rela-

tive normalization of the two samples at Igby . Figure 55

_ shows the background fraction as a function of luminosity.
The decayW— rv—evvv is topologically indistinguish-  There is no evidence for a significant luminosity dependence.

able fromW—ev. It is included in the fast Monte Carlo We use the background events wjih(»)>25 GeV to esti-

A. W rv—evvr
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FIG. 56. Shape ofny, pr(e), andpy(v) spectra from hadron

(solid line), Z (dashed ling and 7— hadron background&otted

mate the shape of the background contributions tqt{e), line) with the proper relative normalization.

pr(v), andmy spectra(Fig. 56).
events in theW sample therefore depends on thecut.
C.Z—ee We find that 10 987 Monte Carlo events pass the CC-CC
Z—eeselection, and 7581318 pass tha\ selection with a

th eT\?v gz:ggﬁgi ﬂxefLi?(;nMogr:eeE:r\llgr;t;n\:vrlneczfsguszxi_recoil cut of 15(30) GeV. The fraction oZ events in theV
: P PP sample is thereforé,= (0.42+0.08)% foru;<15 GeV and

— . .
e e (0652 0.08)% fo =30 GeV. Tho unceriantes auote
son pr spectrum generated bYERWIG agrees }easonably include systematic uncertainties in the mgtchmg of momen-
well inth the calculation in Ref[30]. Z—ee decays typi- tum scales b(_etw_een_ Monte Carlo and collider data. Figure 56
cally enter thew sample when one electron satisfies e SnoWs the distributions opy(€), pr(v), and my for the

. . events that satisfy thé/ selection.

cuts and the second electron is lost or mismeasured, causing
the event to have largg; .

Approximately 1.1% of theZ—ee events have an elec-
tron with pseudorapidityf 7| >4.0, which is the acceptance  We estimate the background duevib— rv followed by a
limit of the end calorimeters. The fraction @f—ee events hadronicr decay based on two Monte Carlo samples. In a
which contain one electron withz,(e;)|<1.0 and p(e) sample ofW— 7v—hadrons- X simulated usingsEANT, 65
>25 GeV, and another withy(e,)|>4.0, is approximately out of 4514 events pass the fiducial and kinematic cuts of the
0.04%. The contribution from the case of an electron losW sample. We use a sample W— 7v—hadrons- X simu-
through the beam pipe is therefore relatively small. lated by replacing the electron shower Wi—ev decays

An electron is most frequently mismeasured when it goesrom collider data with the hadrons from adecay, gener-
into the regions between the CC and one of the ECs, whiclated by a Monte Carlo simulation, to estimate the probability
are covered only by the hadronic section of the calorimeterof the = decay products to fake an electron. Of 552 events
These electrons therefore cannot be identified, and their erthat pass the fiducial and kinematic cuts, 145 pass the elec-
ergy is measured in the hadronic calorimeter. A lapgeis  tron identification criteria. With the hadronic branching frac-
more likely for these events than when both electrons hit theion for 7s, B(7— hadrons) 64%, we estimate a contami-
EM calorimeters. The mismeasured electron contributes teation of theW sample of 0.24% from hadronie decays.
the recoil when the event is treated aé/aThe fraction ofZ  The expected background shapes are plotted in Fig. 56.

D. W— rr—hadrons+ X

TABLE VI. Results of the Monte Carlo ensemble tests fitting Mg, mass for 105 samples of 28 323

events.
Correlation matrix
Mean rms
(GeV) (Gev) my pr(e) pr(v)
my 80.404 0.067 1 0.669 0.630
p+(e) 80.415 0.091 0.669 1 0.180
p1(v) 80.389 0.105 0.630 0.180 1
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FIG. 57. Spectrum op(e) from theW data. The superimposed
curve shows the maximum likelihood fit and the shaded region the FIG. 58. x distribution for the fit to thep(e) spectrum.

estimated background.
of the W mass, and the 68% confidence level interval is the

interval inm for which —In[L(m)] is within half a unit of its
minimum.

Cosmic-ray muons can cause backgrounds when they co- As a consistency check of the fitting procedure, we gen-
incide with a beam crossing and radiate a photon of suffierate 105 Monte Carlo ensembles of 28 323 events each with
cient energy to mimic the signature of the electron frdm M,,=80.4 GeV. We then fit these ensembles with the same
—ev decays. We measure this background by searching fqsrobability density functions as the collider data spectra, ex-
muons near the electrons in tiéésignal sample. The muons cept that we do not include the background contributions.
have to be within 10° of the electron in azimuth. Using muonTable VI lists the mean, rms, and correlation matrix of the
selection criteria similar to those in R¢f19] we observe 18 fitted values.
events with such muons in th& sample. We estimate the

E. Cosmic rays

fraction of cosmic-ray events in thé/ sample to be (0.2 B. Electron p; spectrum
+0.1)%. The effect of this background on thémass mea- i ) i
surement is negligible. We fit the py(e) spectrum in the region 30pt(e)

<50 GeV. There are 22 898 events in this interval. The data
points in Fig. 57 represent ther(e) spectrum from theN
sample. The solid line shows the sum of the simulaféd

A. Maximum likelihood fitting procedure signal and the estimated background for the best fit, and the
We use a binned maximum likelihood fit to extract e~ Shaded region indicates the sum of the estimated hadronic,

mass. Using the fast Monte Carlo program, we compute thé €& andW— rv—hadrons-X backgrounds. The maxi-
my, pr(e), andp(») spectra for 200 hypothesized values MUM likelihood fit gives

of the W mass between 79.4 and 81.4 GeV. For the
spectrum we use 100 MeV bins, and for the lepperspectra

X. MASS FITS

we use 50 MeV bins. The statistical precision of the spectra = 0'2§ upper limit fixed at 50 GeV
for the W mass fit corresponds to abouk40® W decays. T
When fitting the collider data spectra we add the background VB oF
contributions with the shapes and normalizations described > ol e
in Sec. IX to the signal spectra. We normalize the spectra o
within the fit interval and interpret them as probability den- 0.2 T T
sity functions to compute the likelihood lower window limit (GeV)
N = Jot J———————
Lm =TT pi(m)™, (50) O
i=1 < 0 P
% 0.1
where p;(m) is the probability density for bin, assuming 02 e T T S
Mw=m, andn; is the number of data entries in binThe upper window limit (GeV)
product runs over alN bins inside the fit interval. We fit
—In[L(m)] with a quadratic function om. The value ofm at FIG. 59. Variation of the fitted mass with thpg(e) fit window

which the function assumes its minimum is the fitted valu€elimits. See text for details.
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FIG. 60. Spectrum ofny from the W data. The superimposed FIG. 62. y distribution for the fit to them; spectrum.

curve shows the maximum likelihood fit, and the shaded region

shows the estimated background. given in Eq.(52). We expect some variation due to statistical
fluctuations in the spectrum and systematic uncertainties in
Mw=80.475-0.087 GeV (52)  the probability density functions. We estimate the effect due
to statistical fluctuations using the Monte Carlo ensembles
for the W mass. described above. We expect the fitted values to be inside the
As a goodness-of-fit test, we divide the fit interval into 0.5 shaded regions indicated in the two p|0ts with 68% probab“_
GeV bins, normalize the integral of the probability densityity. The dashed lines indicate the statistical error for the
function to the number of events in the fit interval, and com-nominal fit.
pute x?=={L,(y;—P;)?y;. The sum runs over a bins, All tests show that the probability density function pro-
y; is the observed number of events in bjrand P; is the  vides a good description of the observed spectrum.
integral of the normalized probability density function over
bin i. The parent distribution is thg? distribution for N
— 2 degrees of freedom. For the spectra in Fig. 57 we com-
pute x?>=40.6. For 40 bins there is a 35% probability for ~ Figure 60 shows then; spectrum. The points are the
x’=40.6. Figure 58 shows the contributiong;=(y; observed spectrum, the solid line shows signal plus back-
—P)/\y; to x? for the 40 bins in the fit interval. ground for the best fit, and the shaded region indicates the
We also compare the observed spectrum to the probabilitgstimated background contamination. We fit in the interval
density function using the Kolmogorov-Smirnov test. For a60<m;<90 GeV. There are 23 068 events in this interval.
comparison within the fit window, we obtain=0.81 and for ~ Figure 61 shows—In[L(m)/L,] for this fit wherel, is an
the entire histogranx = 0.83. arbitrary number. The best fit occurs for
Figure 59 shows the sensitivity of the fitted mass value to
the choice of fit interval. The points in the two plots indicate
the observed deviation of the fitted mass from the value

C. Transverse mass spectrum

My=280.438-0.070 GeV. (53

—~ 0.2
> % 0.1 [ upper limit fixed at 90 GeV
— O E
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50 525 55 57.5. 60 62.5_ 65_ 67.5 70
lower window limit (GeV)
—~ 02
% 0.1 [ lower limit fixed at 60 GeV
O . U,
~ o .. ® @
g
| R
P | y [ N S I IS SRS S R P T I
3 dding P 02 80 82.5 85 87.5 90 92.5 95 97.5 100
01..IA.I...‘I..I..IA . L)
798 80 802 804 80.6 808 8l upper window limit (GeV)
My, (GeV)
FIG. 63. Variation of the fitted mass with thra; fit window
FIG. 61. Likelihood function for theny fit. limits. See text for details.
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FIG. 64. Spectrum gp(v) from theW data. The superimposed 0.8 2' ' ‘:;' ' é ' ';;' ' '1'0' ' '1'2‘ ' '1'4' ] '1|6' ’ '1'3' 2
curve shows the maximum likelihood fit, and the shaded regior luminosity (10°%m%s™)

shows the estimated background.

. Lo . FIG. 66. FittedW boson masse&) in bins of luminosity from
Figure 62 shows the deviation of the data from the fit.; o mr (@), pr(e) (O), andp() (+) fits (the points are offset for

Summing over all bins in the fitting window, we g?f clarity) and the fittedZ boson massegb). The solid line is the
=79.5 for 60 bins. For 60 bins there is a 3% probability to central value for then; andm(ee) mass fits, respectively, over the
obtain a larger value. The Kolmogorov-Smirnov test giveSentire luminosity range, and the dashed lines are the statistical er-
x=0.25 within the fit window and«=0.84 for the entire rors.

histogram. Figure 63 shows the sensitivity of the fitted mass

to the choice of fit interval. atic uncertainties than then; and pr(e) fits. Figure 64

In spite of the somewhat large value gf, there is N0 gnows the observed spectrufpoints, signal plus back-
structure apparent in Fig. 62 that would indicate that there I%&

TP ound for the best fi{solid line), and the estimated back-
a systematic difference between the shapes of the observed, g (shaded region For the fit interval 36 pr(»)
spectrum and the probability density function. The laxde !

. . <50 GeV, the fitted mass i#M,,=80.37-0.11 GeV, in
can be attributed to a few bins that are scattered over th&ood agreement with then, and pr(e) fits. We compute

entire fit interval, indicating statistical fluctuations in the\/\/2=31.8. The probability for a larger value is 75%. The
data. This is consistent with the good Kolmogorov-Smirno Kolmogorov-Smirnov test gives =0.20 within the fit win-

probability which is more sensitive to the shape of the dis—dOW andx=0.69 for the entire histogram. Figure 65 shows

tribution and insensitive to the binning. the deviationy between data and fit. There is an indication of

a systematic deviation between the observed spectrum and
the resolution function. This effect is not very significant.
A. Neutrino p spectrum For example, when we increase the hadronic resolution pa-
rametera,,;, in the simulation to 1.11, which corresponds to
rT(ft_bout 1.5 standard deviations, this indication of a deviation
between data and Monte Carlo simulation vanishes.

XIl. CONSISTENCY CHECKS

As a consistency check, we also fit the(») spectrum,
although this measurement is subject to much larger syste

= 5
ab B. Luminosity dependence
3 We divide theW andZ data samples into four luminosity
. J{ + bins
1 % + H * * + J[ H* + £=<5x10° cm?s%
T
-1 * * 5x10%0< £<7x10® cm 251,
2t
3F 7x10%0<£<9x10%* cm 2?57},
4F
I §| SEEE— A P B - -
30 35 40 45 50 £>9x100 cm?s7Y,
P1(V) (GeV)
FIG. 65. y distribution for the fit to thep(v) spectrum. and generate resolution functions for the luminosity distribu-
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FIG. 67. Comparison of then; spectra between the dat®) )
and Monte Carlo simulatiofisolid line) for the nominal mass of FIG. 69. Spectra opr(e) from W data withu,<0 (O) andy,
80.44 GeV in bins ofu;. Starting from the top, the data are se- O (®) compared to Monte Carlo simulatiofsolid line).

lected withur<5 GeV, 5<ur<10 GeV, and 18ur<15 GeV. variations in the spectra. We split thW& sample into sub-

) i samples withu,>0 GeV, u;<0 GeV, ur<5 GeV, 5<uy
tion of these four subsamples. We fit the transverse mass and1g Gev, and 16u;<15 GeV. In the simulation we fix

lepton pr spectra from thew samples and the dielectron the \W mass to the value from the fit in Eq. (53). Figure
invariant mass spectra from thesamples in each bin. The 67 shows then; spectra from the collider data and Monte
fitted masses are plotted in Fig. 66. The errors are statistic@arlo simulation for theu;<5 GeV, 5<u;<10 GeV, and
only. We compute the? with respect to théV mass fit to  10< ur<15 GeV subsamples. Figures 68—70 showrthe

the my spectrum from the entire data sample. Tyeper  p;(e), andp+(v) spectra from the collider data for the sub-
degree of freedondof) for the pr(e) fit is 1.9/4 and for the samples withu,>0 andu,<0 and the corresponding Monte
pr(v) fit is 2.4/4. Them; fit has ay?/dof of 2.7/3. The solid  Carlo predictions. Table VIl lists the results of comparisons
and dashed lines in the top plot indicate #Wemass value of collider data and Monte Carlo spectra using the
and statistical uncertainty from the fit to the; spectrum of ~ Kolmogorov-Smirnov test. Although there is significant
the entire data sample. All measurements are in very goodariation among the shapes of the spectra for the different
agreement with this value. In the bottom plot the lines indi-cuts, the fast Monte Carlo simulation models them well.
cate theZ mass fit to then(ee) spectrum of the entir& data Table VII also lists the results of comparisons of collider

sample. The measurements in the four luminosity bins have @&t@ and Monte Carlo spectra foMdsample selected with
Y2/ dof of 1.0/3. ur<<30 GeV which consists of 32 361 events.

C. Dependence on theiy cut D. Dependence on fiducial cuts

We divide the azimuth of the recoil momentum(R),

We change the cuts on the recoil momenufrand study into eight bins. This binning is sensitive to azimuthal non-

how well the fast Monte Carlo simulation reproduces the

oy [ (7]
?, 400E % 200
2 350 ¢ > .
, O ¢00
G F i
S s} S ool
Q [ o 500
'g 250 —g
= i S 400 &
€200} e I
150 300
100 200¢
50 [ k, 100
f LYY [
0 AT TR PN I T P PP DA o T 0",,, T PP .
50 55 60 65 70 75 80 85 90 95 100 25 30 35 40 45 50 55
m,. (GeV) pr(V) (GeV)
FIG. 68. Spectra ofny from W data withu;<0 (O) and u, FIG. 70. Spectra op1(v) from W data withu;<0 (O) andu,
>0 (@) compared to Monte Carlo simulatiofsolid line). >0 (@) compared to Monte Carlo simulatiofsolid line).
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TABLE VII. Confidence levels from Kolmogorov-Smirnov tests

comparing collider data to Monte Carlo predictions fbfy, :’; 2 :
=80.44 GeV. [ [
g 1.5 +
My pr(e) pr(v) B O1f +
Interval 60-90 GeV  30-50 GeV 30-50 GeV = s # +H +
ur<15 GeV 0.25 0.81 0.20 b + +
ur<5 GeV 0.01 0.03 0.03 0p—-~ + HH+ """""""
5<u;<10 GeV 0.17 0.83 0.21 05 i_+ + + +
10=su;<15 GeV 0.85 0.68 0.69 [
ur<30 GeV 0.55 0.99 0.58 -1 + + +
u,<0 0.19 0.78 0.25 sk
u>0 0.61 0.80 0.48 t
Lo en v v v by oo b v baa v o b g
Interval 50-100 GeV  25-55 GeV  25-55 GeV 207705 T IS 22 o é)
ur<15 GeV 0.84 0.83 0.69
ur<5 GeV 1078 2% 1078 0.01 FIG. 72. Variation in theVV mass from then; fit as a function
5<u;<10 GeV 0.10 0.44 0.29 of ¢(e).
10=su;<15 GeV 0.61 0.98 0.31
ur<30 GeV 0.92 0.80 0.28 section, consistent with the module-to-module calibration of
u,<0 0.77 0.67 0.62 0.5%(25].
u;>0 0.60 0.66 0.73 Finally, we fit them; spectrum from thaV sample and

them(ee) spectrum from th& sample for different pseudo-
rapidity cuts on the electron direction. We use cuts of

uniformities in the recoil momentum measurement, e.g., bel7(€)|<1.0, 0.7, 0.5, and 0.3. Figure 73 shows the change in
cause of background from the Main Ring. Figure 71 showghe W mass versus the(e) cut using the electron energy
the fited W mass values versug(R). The Main Ring is scale calibration from the correspondiry sample. The
located até~ 7/2, and any biases caused by backgrouncshaded region indicates the statistical error. Within the un-
from the Main Ring should appear as structure in this direccertainties the mass is independent of #{e) cut.

tion or in the opposite direction. The rms of the eight data

points is 124 MeV, consistent with the statistical uncertainty XIl. UNCERTAINTIES IN THE MEASUREMENT

of 200 MeV for the data points. Thus the data are consistent
with azimuthal uniformity.

We divide the azimuthal direction of the electrap(e), Table VIII lists the uncertainties, rounded to the nearest 5
into 32 bins corresponding to the 32 azimuthal modules oMeV, in the W measurement due to the finite sizes of We
the CC-EM section. Figure 72 shows the fittimass val- andZ samples used in the fits to ther, pr(e), pt(v), and
ues versusg(e). The statistical uncertainty of the data points m(e€) spectra. The statistical uncertainty due to the fidite
is 400 MeV, and the rms of the 32 points is 600 MeV. Thussample propagates into tNé mass measurement through the
there is a 0.6% nonuniformity in the response of the CC-EMelectron energy scalegy, .

A. Statistical uncertainties

[=
(=)}

~ U —_
> >
[ L
Q oaf S
2 3
,% 02} ,,20
e e e e e R
02+
041
-...............‘..‘.I....I‘ :‘:,,,,,,‘.....‘..I.
e R B R T R 1o =702 04 06 08 1
¢(R) n(e) Cut
FIG. 71. Variation in theV mass from them; fit as a function FIG. 73. Variation in theW mass versus they(e) cut. The
of ¢(R). shaded region is the expected statistical variation.
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TABLE VIII. Uncertainties in theW mass measurement due to

NA [
finite sample sizes. [
P S 09k
: : : S
my fit p+(e) fit pr(v) fit ~osk
(MeV) (MeV) (MeV) co [
07}
W sample 70 85 105 t
Z sample 65 65 65 06f
Total 95 105 125 r
05k
. 04f
B. W production and decay model [
1. Sources of uncertainty 03¢
Uncertainties in th& production and decay model arise 0200 " "T30 200 350
from the following sources: the phenomenological param- AQCD (MeV)
eters in the calculation of the;(W) spectrum, the choice of
parton distribution functions, radiative decays, and YNe FIG. 74. Value ofg, as a function ofAqcp. The error bar

boson width. In the following we describe how we assess théndicates the uncertainty ig, for fixed A gcp.
size of the systematic uncertainties introduced by each of
these. We summarize the size of the uncertainties in Tablgast Monte Carlo model predicts a value @(ee) that

IX, rounded to the nearest 5 MeV. agrees with theZ data. For any fixed value ofgcp, 93 is
determined to a precision of 0.12 G&\This error includes
2. W boson g spectrum the statistical uncertaint§0.09 Ge\#) and the systematic un-

In Sec. VIl we determing, so that the predictep(e€) certainty due to normalization and shape of the background
spectrum agrees with th& data. In order to quantify the (0.07 GeVd). All other uncertainties, e.g., due to electron
uncertainty in the bosom; spectra, we need to consider momentum resolution and response or selection biases, are
variations in all four parametetSocp, 91, 9z, andgs. We negligible. .
use a series of modified CTEQ3M parton distribution func- If We fix Aqgcp andg,, the requirement that the average
tions fit with A ocp fixed at discrete value@g] to study the ~ Pr(€€) predicted by the fast Monte Carlo model agree with

variations in thepr(ee) spectrum and the fittelV boson the data allows an additional_varigtion in the parametgrs
mass with these parameters. andgs. The residual uncertainty in the measutétboson

We cannot constrain all these four parameters simultalass due to this variation, however, is small compared to the
neously by using only ouZ data. We therefore introduce an Uncertainty due to the variation allowedgds andA ocp, and
external constraint oM ocp. The CTEQ3M fits prefer we neglect it. Fm_ally, we obtain the uncertainties in the fitted
Aocp=158 MeV, but are also consistent with somewhat\V boson mass listed in Table IX.
higher values[42]. Other measurements give a combined o _
value of Aocp=209"33 MeV [18]. All data are consistent 3. Parton distribution functions
with A ocp between 150 and 250 MeV, which we use as the The choice of parton distribution function used to de-
range over which\ o¢p is allowed to vary. scribe the momentum distribution of the constituents of the

The requirement that the fast Monte Carlo prediction forproton and antiproton affects several components of the
the averagepr(e€) over the rangepr(ee) <15 GeV, cor- model: the parton luminosity slopg and the rapidity and
rected for background contributions, must agree with theransverse momentum spectrum of the
value observed in th& data, (p(e€))=6.05+0.07 GeV, Using several modern parton distribution function sets as
couples the values ok ocp andg,. Figure 74 shows a plot input to the fast Monte Carlo model, we generate and
of g, versusA ocp. For any pair of values on the curve, the leptonp; spectra. In each case we use the valugofmea-

sured for that parton distribution function set using aur

TABLE IX. Uncertainties in theV mass measurement duewo  data(Sec. V). We then fit them in the same way as the
production and decay model.

: i i TABLE X. Variation of fitted W mass with choice of parton
my fit  pr(e) fit  pr(v) fit distribution function.
(MeV) (MeV) (MeV)

pr(W) spectrum 10 50 25 (nh;Te{Lt) p(Tl\sli)Vf)lt p(T'\(/I’;)V?t
Parton distribution functions 20 50 30

Parton luminosityB 10 10 10 MRSA’ 0 0 0
Radiative decays 15 15 15 MRSD-"’ 20 19 20
W width 10 10 10 CTEQ3M 5 48 22
Total 30 75 45 CTEQ2M —21 —-17 -30
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TABLE XI. Changes in fittedW and Z masses if radiative ef- TABLE XII. Uncertainties in theW mass measurement due to
fects are varied. detector model parameters.
my fit  pq(e) fit  pq(v) fit m(ee) fit my fit pr(e) fit pr(v) fit
Variation (MeV)  (MeV) (MeV) (MeV) (MeV) (MeV) (MeV)
No radiative effects 50 43 30 143 Calorimeter linearity 20 20 20
Vary Ry by £0.1 3 4 0 19 Calorimeter uniformity 10 10 10
Electron resolution 25 15 30
Electron angle calibration 30 30 30
spectra from collider data, i.e., using MRSAarton distri-  Electron removal 15 15 20
bution functions. Table X lists the variation of the fitt8d  selection bias 5 10 20
The MRSA' and CTEQ3M parton distribution functions Recoil response 20 15 45
use the measured charge asymmetry ipp collisions[50]  1qtal 60 50 115

as input to the fit. MRSB' and CTEQ2M do not explicitly
use the asymmetry. The asymmetry predicted by MRSD
agrees with the measurement; that of CTEQ2M disagrees gkgcesses in which a single photon is radiated. We use the
the level of four standard deviations. We include CTEQ2M¢pde provided by the authors of R¢b1] to estimate the
in our estimate of the uncertainty to provide an estimate ohift introduced in the measuratl mass by neglecting two-
the possible variations with a rather large deviation from thephoton emission. We find that two photons, withy
measured asymmetry. >100 MeV and separated lyR>0.3 from the electron, are
radiated in about 0.24% of aW—ev decays. This reduces
the mean value of; within the fit window by 3 MeV. In
The uncertainty of 10° GeV ! in the parton luminosity 1.1% of all Z—ee decays, two photons, withpy
slopeg (Sec. V) translates into an uncertainty in the fittddl >100 MeV and separated b§fR>0.3 from the electrons,
mass. We estimate the sensitivity in the fittdimass by are radiated. We add the dielectron mass spectrum of these
fitting Monte Carlo spectra generated with different values ofZ— eeyy events to our simulated boson line shape and fit
B the modified line shape. The fitted mass decreases by 10
MeV. This shift requires an adjustment of the energy scale
5. Radiative decays calibration factor agy by 10 4. Neglecting two-photon
£mission in bottW and Z boson decays then increases the
measuredVN mass by about 5 MeV. Since this effect is an

V). E, defines the minimum photon energy generated an@rder of magnitude smaller than the statistiqal uncertainty_in
corresponds to a cutoff below which the photon does noPUl measurement, we d(? not correct f_or_|t, but adq It in
reach the calorimeteiR, defines the maximum separation guadrature to the uncertainty due to radiative corrections.
between the photon and electron directions above which the )
photon energy is not included in the electron shower. In gen- 6. W boson width
eral, radiation shifts the fitted mass down for the transverse To determine the sensitivity of the fittdf mass to thenv
mass and electron fits, because for a fraction of the events thgidth, we generaten; and leptonp; spectra using the fast
photon energy is subtracted from the electron. Hence inMonte Carlo model with a range of widths and fit them with
creasingR, decreases the radiative shift. Similarly, decreasthe nominal templates. The uncertainty in the fitdnass
ing Eq decreases the radiative shift. Both the fiti®ndZ  corresponds to the uncertainty in the measured value of
masses depend on these parameters. Table Xl lists th&,=2.062+0.059 GeV[36].
change in the fitted masses if radiative effects are turned off
completely. To estimate the systematic error, we fit Monte
Carlo spectra generated with different valuesEgrandR,.
For the low value ofEy=50 MeV that we use in the simu- The uncertainties in the parameters of the detector model
lation, the dependence of the fits on this parameter is neglidetermined in Secs. VI-VII translate into uncertainties in the
gible. The changes in the mass fits when vanfiadpy +0.1 W mass measurement. We study the sensitivity of \fthe
are also listed in Table XI. After propagating the change inmass measurement to the values of the parameters by fitting
the Z mass into the electron response, the result ofwhe the data with spectra generated by the fast Monte Carlo
mass measurement changes by about 15 MeV for all threeodel with modified input parameters.
spectra. Table Xl lists the uncertainties in the measuidnass,
There are also theoretical uncertainties in the radiativeeaused by the individual parameters. We assign sets of cor-
decay calculation. Initial-state QED radiation is not includedrelated parameters to the same item in the table. Correlations
in the calculation of Ref[41]. However, initial-state radia- between items are negligible. For each item the uncertainty
tion does not affect the kinematic distributions used to fit theis determined to typically 5 MeV for the; fit and 10 MeV
mass in the final state. Finally, the calculation includes onlyfor the leptonp+ fits. We therefore round them to the nearest

4. Parton luminosity

We assign an error to the modeling of radiative decay
based on varying the detector parametégsand R, (Sec.

C. Detector model parameters
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TABLE XIll. Uncertainties in theW mass measurement due t0 change by—75 MeV (my spectrum, —80 MeV (p+(e) spec-

backgrounds. trum), and —130 MeV (pr(») spectrunh. These shifts are
dominated by thaV— 7v—evvv background.

my fit pr(e) fit pr(v) fit
(MeV) (MeV) (MeV)
Xlll. RESULTS
Hadrons 10 15 20 L
7 .ee 5 10 5 We present a precision measurement of the mass doiithe
- boson. From a fit to the transverse mass spectrum, we mea-
W— v negligible
: - sure

Cosmic rays negligible
Total 10 20 20

M= 80.44+0.10sta) +0.07(sysh GeV.  (54)

5 MeV in the table. To achieve this precision (10—20) Adding all errors in quadrature gives 115 MeV. Since we

x10° W—ev decays are simulated for each item. calibrate the electron energy scale against the knowass,
The residual calorimeter nonlinearity is parametrized by"Ve &ffectively measure th&/ andZ mass ratio

the offsetdgy,. Calorimeter uniformity refers to a possible

nonuniformity in response as a function gflt is limited by M_w .

the test beam datd2]. The electron momentum resolution M =0.8821+ 0.0011sta)=0.0008sys). (55)

is parametrized bygy . The electron angle calibration in-

cludes the effects of the parametafgpc and acc, dis- A fit to the transverse momentum spectrum of the decay

cussed in Appendixes A and B. The recoil resolution is paglectrons gives

rametrized by, ands,.. and the response hy.. and B ec-

Electron removal refers to the bias, introduced in_ they, M= 80.48+0.11(stay=0.09sys) GeV. (56)

measurement by the removal of the cells occupied by the

electron. Selection bias refers to thgefficiency. Adding all errors in quadrature gives 140 MeV. As expected,

the measurement from thma; spectrum has a larger uncer-
D. Backgrounds tainty from detector effect$65 MeV) than that from the
pr(e) spectrum(50 MeV). On the other hand, the; fit is
We determine the sensitivity of the fit results to the as-less sensitive to th&/ production mode[(30 MeV) than the
sumed background normalizations and shapes by repeatiigr(€) fit (75 MeV). The good agreement between the two
the fits to the data with varied background shapes and nof€sults indicates that we understand the ingredients of our
malizations. Table XIIl lists the uncertainties introduced inmodel and their uncertainties. In the end thefit gives the
the W boson mass measurement rounded to the nearest™ore precise result and we quote this as our final result.
MeV. If we fit the spectra without including the backgrounds However, the fit to thepr(e) spectrum may become more

in the probability density functions, the measurements would©MPpetitive in the future with larger data samples and better
constraints on th&V production dynamics.

TABLE XIV. Summary of results from the 1992—1993 and 1994-1995 data sets with the common and
uncorrelated errors.

1992-1993 1994-1995 Common
My from my fit 80.35 GeV 80.44 GeV
W statistics 140 MeV 70 MeV
Z statistics 160 MeV 65 MeV
Calorimeter linearity 20 MeV
Calorimeter uniformity 10 MeV
Electron resolution 70 MeV 20 MeV
Electron angle calibration 30 MeV
Recoil resolution 90 MeV 25 MeV
Recoil response 50 MeV 20 MeV
Electron removal 35 MeV 15 MeV
Selection bias 30 MeV 5 MeV
Backgrounds 35 MeV 10 MeV
W production/decay 30 MeV
Total uncertainty 255 MeV 105 MeV 50 MeV
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TABLE XV. Previously published measurements of thebo-

sSONn mass. % 80.7
Measurement My (GeV) Reference %80.6 L MSSM band
CDF 90 79.9%0.39 [52] > :
UA2 92 80.36-0.37 [10] 80.5
CDF 95 80.41-0.18 [11]
DO 96 80.35-0.27 [12] 80.4
L3 97 80.75-0.27 [13]
ALEPH 97 80.80-0.34 [14] 80.3
OPAL 97 80.31:0.25 [15] '
DELPHI 97 80.33-0.31 [16] 80.2
156 160 170180190 200
m, (GeV)

Table XIV lists the DOW mass measurements from fits to

the m; spectra from the 1992—-19932] and the 1994—-1995

data sets and their uncertainties. As indicated in Table XIV
some errors are common to the two measurements. Since
both analyses use the saMéproduction and decay model,
we assign the uncertainties quoted in Sec. Xll B to both me

FIG. 76. Comparison of th&V and top quark mass measure-
ments by the DO Collaboration with the standard model predictions
for different Higgs boson massgs3]. The width of the bands for
each Higgs boson mass value indicates the uncertainty due to the
error in @(M2). Also shown is the range allowed by the MSSM

surements. The precision of the electron angle calibration has

improved compared to Refl2], and we use the reduced
uncertainty for both measurements. All uncertainties due to

detector model parameters, which were measured using sta-
tistically independent data sets, are uncorrelated because
their precision is dominated by statistical fluctuations. In or-
der to combine the two measurements, we weight them b

their uncorrelated errorg, and é,:

" Mo /85+ Myl 5,
T 4721 1/2
W usi+ s

The uncertainty is then given by

e CDF 90
UA292
CDF 95
DO 96
L397 e
AELPH 97 e
OPAL97 __ o
Delphi97 o
DG 97

{this measurement)

| LA

795 80

||i“||||1||
80.5 81

FIG. 75. Comparison of this measurement with previously pub-

/ 1
= [
oMw 1182+ 11652 % 8
whered is the common uncertainty from the third column in

able XIV. The combination of the DO measurements from
he 1992-1993 and 1994-1995 data gives

Mw=280.43+0.11 GeV. (59

The DO measurement is in good agreement with previous
measurements and is more precise than all the previously
published measurements combined. Table XV lists previ-
ously published measurements with uncertainties below 500
MeV. A global fit to all electroweak measurements from the
LEP experiments predictdVl,,=80.329+0.041 GeV [9].
Figure 75 gives a graphical representation of these data.

We evaluate the radiative correctioAs, defined in Eq.

(1). Our measurement dfl, from Eq. (59) leads to

(57)

Ar=-0.0288+0.0070, (60)

4.1 standard deviations from the tree-level value. In Fig. 76

1.5

~ 1.0F

-1.08%

I [ | P PR PN P PP WP RS e
-80 -60-40-20 0 20 40 60 80
z (cm)

lishedW mass measuremenffable XV). The shaded region indi-

cates the predicted/ mass value from global fits to th&line shape

data[9].

FIG. 77. Difference between the predicted and actymisitions
of the track center of gravity.
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~ 195 both muons we determine the point of closest approach of
= the trajectory to the beamnz,(x). We then scale the po-
194 L sition of the CDC track to minimize
: 2
i z -z
193 - X2: E VtX(Iu‘l) VtX(lu‘Z) ' (Al)
[ events o,
192 | , .
i whereo , is chosen so that the minimum value ¢t equals
[ the number of events minus 1. The minimum occurs at
191 ¢ acpe=0.9863-0.0011. The same analysis applied tZa
; — up Sample givesycpc=0.9878+0.0014 and is shown in
190 - Flg 78.
[ \|/ A scintillating fiber detector was inserted between the
189 :6.9|8‘5 0986 0987 0988 0089 0.99 CDC and CC to calibrate the tragkposition. The detector is

built from 20 modules, each constructed on an aluminum
support plate 93.4 cm long and 16.5 cm wide. Scintillating
FIG. 78. x2 versusacpc value. The arrows indicate the statis- fibers, 12.7 cm long, were laid across the width of the mod-
tical error in the fit. ule every 11.43 cm along the support plate. The eight scin-
tillating fibers on each module were connected to a clear
we compare the measuratl and top quark mass¢80] to ~ waveguide and read out with a photomultiplier tube. The
the values predicted by the standard model for a range dhodules are mounted lengthwise along the cylinder of the
Higgs boson mass valugs3]. Also shown is the prediction CDC with half of the modules covering z and the other
from the calculation in Ref[21] for a model involving su- half —z. In ther- ¢ view each module subtendg16 radians
persymmetric particles assuming the chargino, Higgs bosonwith the fibers running azimuthally. Because of spatial con-
and left-handed selectron masses are greater than 90 GeStraints, the entire CDC was not covered.
The measured values are in agreement with the prediction of When a fiber is hit by a charged particle, thposition of
the standard model. the associated track, at the fiber radius, is compared with the
fiber z position. Thez position of the track at the radial
position of the fiber is determined from the direction and
center of gravity of the track. By comparing th@osition of
We wish to thank U. Baur for helpful discussions. We the track and the hit fiber, we determine that a scale of
thank the staffs at Fermilab and collaborating institutions forecpc=0.989+0.001 is needed to correct the track.
their contributions to this work, and acknowledge support Combining all measurements oOkcpc gives acpc
from the Department of Energy and National Science Foun=0.988+0.001, which we use in the reconstruction of the
dation(U.S), Commissariat &4 'Energie Atomique(France,  electrons in thaV andZ data samples.
State Committee for Science and Technology and Ministry
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cias (Colombig, CONACyYT (Mexico), Ministry of Educa- ] N )
tion and KOSERKorea, CONICET and UBACyT(Argen- We determine the position of the electron shower centroid
tina), and CAPESBrazil). Xca= (XcalYcal: Zea) in the calorimeter from the energy depo-

sitions in the third EM layer by computing the weighted

mean of the positiong; of the cell centers:
APPENDIX A: TRACK POSITION CALIBRATION

We use cosmic-ray muons which traverse the entire de- % :EiWiXi
tector and pass close to the beam position to calibrate the cal zw;
measurement of the track in the CDC. We predict the trajec-
tory of the muon through the central detector by connectingrhe weights are given by
the incoming and outgoing hits in the innermost muon cham-
bers by a straight line. The centers of gravity of the incoming W ma><(0 Wt Iog( B
and outgoing CDC tracks are then calibrated relative to this : o E(e
line. Figure 77 shows the difference between the predicted
and the actuak positions of the track centers of gravity. whereE; is the energy in celi, wy is a parameter which
These data are fit to a straight line. We find the track positiordepends upom(e), andE(e) is the energy of the electron.
must be scaled by the fitted slopezpc=0.9868+ 0.0004. We calibrate the algorithm using Monte Carlo electrons

We also use a sample of lops dimuon events fronpp  simulated usingsEANT and electrons from th& —ee data.
collisions where both muons originate from the same interWe apply a polynomial correction as a function zf, and
action vertex. We reconstruct the muon trajectories fromd(e) based on the Monte Carlo electrons. We refine the cali-
their hits in the innermost muon chambers and the CDC. Fobration with theZz— ee data by exploiting the fact that both

(B1)

), (B2)
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electrons originate from the same vertex. Using the algopositions as a function of a scale facte¢.. More complex
rithm given by Eq.(Al), we determine a vertex for each correction functions do not improve the’. The correction
electron from the shower centroid and the track center ofactor is acc=0.998G+0.0005, where the error includes
gravity. We minimize the difference between the two vertexpossible variations of the functional form of the correction.
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